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## Abstract

Recently, Ma et al. have introduced the notions of a $C^{*}$-algebra valued metric space and $C^{*}$-algebra value contractive mappings. In this dissertation we generalize this new notion of $C^{*}$-valued contractive mappings by weakening their introduced contractive conditions in the setting of $C^{*}$-algebra valued metric spaces. Using the new notion of $C^{*}$-valued contractive type mappings, we establish some fixed point theorems for such mappings. Our result generalizes the result by Ma et al. and those contained therein except for the uniqueness. We provide an existence result for an integral equation as an application of $C^{*}$-valued contractive type mappings on complete $C^{*}$-valued metric spaces. Moreover, in the setting of $C^{*}$ algebra valued $b$-metric spaces, we generalize the Banach contraction principle and establish a fixed point result for a $C^{*}$-algebra valued complete $b$-metric spaces. Finally, for the multivalued mappings, the thesis also introduces the concept of a $C^{*}$-algebra valued metric defined on sets and then extends the result of Nadler in this setting.
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## Chapter 1

## Introduction

In different areas of mathematics and applied sciences, the problem of the existence of the solution of many mathematical models is equivalent to the existence of a fixed point problem for a certain map. The study of fixed points is, therefore, has a central role in many disciplines of applied sciences. The most essential and key part of the theory of fixed points is the existence of the solution of operator equations satisfying certain conditions, for example, Fredholm integral equations, Voltera integral equations, two point boundary value problems in differential equations as well as some eigenvalue problems. A beautiful blend of analysis, topology and geometry has laid down the foundation of the theory of fixed points.

Given a nonempty set $X$ and a self map $T: X \rightarrow X$ defined on $X$, then by a fixed point problem we mean: Is there any element $x \in X$ such that $T x=x$ ? Is such an element (if exist) unique?

The solution to this problem depends not only on the properties of the mapping $T$ but also on the structure of the set $X$ on which this map is defined. Many researchers explored the structure of the set $X$ and the properties of the self map $T$ to find the answer to a fixed point problem. One prominent answer to this problem appeared in its abstract form in the PhD thesis of a Polish mathematician Stefan Banach [10] in 1922. His result [10] is known as "Banach Fixed Point Theorem that states conditions which are sufficient for the existence of a fixed point and its uniqueness. More precisely, the Banach fixed point theorem states that if ( $X, d$ ) is a complete metric space and $T: X \rightarrow X$ is a contraction on $X$, that is there
exists a constant $0 \leq \alpha<1$ such that

$$
\begin{equation*}
d(T x, T y) \leq \alpha d(x, y) \forall x, y \in X \tag{1.1}
\end{equation*}
$$

then $T$ has a unique fixed point $x \in X$ ".
As the Condition (1.1) concerns with the contraction mappings, the Banach fixed point theorem is also recognized as the Banach Contraction Principle (BCP) in the theory of fixed points. Over the last decades, the BCP turns out to be a very important tool used for the existence of solution of many non linear problems arising in physics and engineering sciences. Together with the answer to the existence of a unique fixed point, the BCP also provides a simple and an efficient algorithm for finding that fixed point.

Since then, many researchers have established the theory of fixed points particularly in two major directions. One by stating the conditions on the mapping $T$ and second, taking the set $X$ as a more general structure.

The first generalization in this direction is the contractive condition of M. Edelstein [35] in which Banach condition (1.1) has been relaxed by taking distinct points from the space $X$ and permitting constant $\alpha=1$. Later, Rakotch [86] introduced a contractive condition, in which the constant $\alpha$ of contraction condition (1.1) is replaced by a monotonic decreasing function $\alpha:[0, \infty) \rightarrow[0,1]$. That is,

$$
\begin{equation*}
" d(T x, T y) \leq \alpha(t) d(x, y) \text { for all } x, y \in X " \tag{1.2}
\end{equation*}
$$

For further such cosiderations on the contractive condtions, we refer to the work presented in $[13,18-20,23,35,80,86]$ etc. A comprehensive comparison of these contraction mappings is given in [92].

Because every contraction is continuous. It is natural to ask are there contraction conditions which does not imply the continuity of the mappings.

The first answer of this question was given by Kannan [55] in 1968, in which he has replaced the contraction condition with

$$
\begin{equation*}
\text { " } d(T(x), T(y)) \leq a\{d(x, T x)+d(y, T y)\} \text { where } 0<a<1 / 2 ", \tag{1.3}
\end{equation*}
$$

and with some other conditions. Following Kannan, Chatterjea [21] proved a fixed point theorem for operators which satisfy the condition: "there exists $0<b<1$
such that

$$
\begin{equation*}
d(T x, T y) \leq b[d(x, T y)+d(y, T x)], \forall x, y \in X . " \tag{1.4}
\end{equation*}
$$

For the second class of generalizations where the researchers considered the structure of the space on which $T$ is defined. We remark the work of pseudo-metric space [7], metric-like spaces [6], 2-metric spaces [43, 73, 91], partially ordered metric space $[65,66,78,79]$, the cone metric spaces $[2,50]$, the $b$-metric spaces $[9,27]$.

The work of Nadler [71] and Markin [63] in the late sixties extended the theory of fixed points from singlevalued to multivalued mappings. Recall that by a multivalued mapping we mean a mapping $T$ defiend from a nonempty set $X$ to some collection of nonempty subsets of $X$. That is, $T x$ is some subset of $X$. In this case, a point $x$ is called a fixed point of the mapping $T$ if $x$ belongs to the set $T x$. For the case of multivalued mappings the existence of fixed points has been studied by many authors under different conditions see for example [24, 25]. Nadler's Theorem has been extended and generalized by many authors by weaking the contractive nature of the mapping under consideration, but with some additional restriction, as for example to take compact valued mappings see for example [25, 40, 68, 95].

In 1905, M. Frechet1934 [41, 42] introduced the concept of metric spaces. D. Kurepa [61] one of his PhD student introduced more abstract metric space, in which metric takes values in an ordered vector space. In literature, the metric spaces with vector valued metric are known by different names like generalized metric spaces, cone valued metric spaces, vector valued metric spaces and cone metric spaces. Starting from 2007, many authors worked on cone metric spaces over Banach spaces and the existence of fixed points over such spaces see for example [50, 82, 100].

Recently, Ma et al. [62] introduced the notion of $C^{*}$-algebra valued metric spaces. They proved certain fixed point theorems, by giving the definition of $C^{*}$-algebra valued contractive mapping analogous to Banach contraction principle (1.1). They have also used the concept of expansive mappings and established related fixed point theorems.

In this dissertation we develop a detailed study of fixed points of $C^{*}$-valued contractive mappings. In the study a more general notion of $C^{*}$-valued contractive
type mapping is introduced and a fixed point result is obtained. Our result generalizes the results given in [62]. We have also introduced the notion of a $C^{*}$-valued $b$-metric space and extended the result of [27] in the setting of $C^{*}$-algebra.

Inspired by the work of Nadler for the multivalued mappings, we have also introduced the concept of $C^{*}$-valued metric defined on sets. In this new setting, a fixed point theorem for $C^{*}$-multivalued contraction is established. Our result generalizes the result of Nadler [71].

The rest of the thesis is divided into four chapters that are organized as follows:
In Chapter 2 we focus on the basic notions and results which are used in the subsequent chapters to present our contribution. In the first two sections, we collected some tools from analysis and the theory of $C^{*}$-algebra. Metric spaces and some of its generalizations are considered in the the third section. Contraction mappings and their examples are given in the fourth section whereas fifth section is devoted to present the Banach contraction theorem and some other contractions. The chapter is concluded with the basic notion from the fixed point theory of multivalued mappings.

In Chapter 3 of the thesis, we first introduce the notion of continuity in the context of $C^{*}$-valued metric spaces and show that a $C^{*}$-valued contraction map is continuous with respect to our notion of continuity. Then we introduce a $C^{*}$ valued contractive type condition and establish a fixed point theorem analogous to the results presented in [48] in the setting of $C^{*}$ - algebra. We also show that a $C^{*}$-valued contractive type map need not be continuous in context of $C^{*}$-valued metric. The results of this chapter are published in the following journal paper:
"Samina Batul and Tayyab Kamran, C*-valued Contractive Type Mappings, Fixed Point Theory and Applications, (2015), 2015:142."

In Chapter 4 we introduced the idea of $C^{*}$-algebra valued $b$-metric spaces and generalize the result of [27]. As an application of our result we establish an existence result for an integral equation in a $C^{*}$-algebra valued $b$-metric spaces. The material presented in this chapter is published in the following journal article [53]:
"Kamran et. al., The Banach contraction principle in $C^{*}$-algebra valued $b$ metric spaces with application, Fixed Point Theory and Applications, (2016), 2016:10."

The notions of bounded sets, closed sets with respect to a $C^{*}$-algebra are introduced in Chapter 5. These notion are used to define the idea $C^{*}$-algebra valued Hausdorff metric on a nonempty set $X$. The definition of $C^{*}$-multivalued contraction mapping is also presented in this chapter. We have proved that a $C^{*}$ multivalued contraction mapping on a complete $C^{*}$-algebra valued metric space has a fixed point under some conditions. In the setting of $C^{*}$-algebra, our result generalizes the result proved by Nadler [71]. All the results of this chapter are submitted to a journal for a possible publication.

## Chapter 2

## Preliminaries

The objective of this chapter is to present the basic ideas, definitions, examples and results that will be used in the subsequent chapters. In the first two section, we recollect some basic tools and definitions from analysis and the theory of $C^{*}$ algebra. In the third section we discuss some generalizations of the idea of a metric space. The Lipschitizian mappings are explained in the forth section. The fifth section is devoted to the famous Banach contraction principal [10] and some related fixed point theorems. In the last section we consider set-valued or multivalued mappings and presents the contractions and some prominent fixed-point theorems for such mappings.

### 2.1 Some Tools From Analysis

Since we will be using the structure of the objects in metric spaces, in this section we briefly describe and give examples of some of the important ideas from analysis. For the purpose of making comparison between the elements of a nonempty set, we begin with:

## Definition 2.1.1. (Partial Order)

Let $S$ be a non-empty set. The relation " $\preceq$ " is said to be a partial order on $S$ if the following statements are satisfied for each $a, b, c \in S$ :

1. $a \preceq a$, (reflexive)
2. $a \preceq b$ and $b \preceq a \Leftrightarrow a=b$, (antisymmetric)
3. $a \preceq b$ and $b \preceq c \Rightarrow a \preceq c$. (transitive)

The set $S$ equipped with a partial order is then called a partially ordered set. Further, if $S$ is a partially ordered set with the partial order " $\preceq$ " and if $a, b \in S$ are such that either $a \preceq b$ or $b \preceq a$, then we say that " $a$ and $b$ are comparable" elements of $S$. If all the elements of a set $S$ are comparable under a partial order " $\preceq$ ", then $S$ is called a totally ordered set with respect to the order ' $\preceq$ '.

## Example 2.1.2.

1. The set of real numbers $\mathbb{R}$ is a totally ordered set with respect to the usual ordering " $\leq$ " of the real numbers.
2. Let $\mathcal{P}(X)$ be the power set of a given nonempty set $X$ and let the relation $\preceq$ be given by the inclusion. That is, for $A, B \in \mathcal{P}(X)$,

$$
A \preceq B \text { means } A \subset B .
$$

Then the relation $\preceq$ is a partial order and $\mathcal{P}(X)$ is a partially ordered set.

## Example 2.1.3.

Let $X=\mathbb{R}^{2}$, and for $\left(x_{1}, x_{2}\right)$, and $\left(y_{1}, y_{2}\right)$ in $\mathbb{R}^{2}$ define and order ' $\preceq$ ' by

$$
\left(x_{1}, x_{2}\right) \preceq\left(y_{1}, y_{2}\right) \Leftrightarrow x_{1} \leq y_{1} \text { and } x_{2} \leq y_{2},
$$

where " $\leq$ " is the usual order on the elements of $\mathbb{R}$. Then it is easy to see that $\preceq$ is a partial order on $X=\mathbb{R}^{2}$ and $\mathbb{R}^{2}$ is a partially ordered set.

Once the elements of a set are comparable, we can then talk about the ideas like lower bounds, upper bounds, infimum, and supremum.

Definition 2.1.4. [58] (Limit Supremum and Limit Infimum)
Let $f: X \rightarrow \mathbb{R}$ be a real valued function and $X$ be a nonempty subset of $\mathbb{R}$. Then the limit supremum and the limit infimum of $f$ for $\epsilon>0$ are defined respectively as follows:

$$
\limsup _{y \rightarrow x} f(y)= \begin{cases}\sup \{f(y):|x-y|<\epsilon\}, & \text { if the supremum exists } \\ \infty & \text { otherwise } .\end{cases}
$$

$$
\liminf _{y \rightarrow x} f(y)= \begin{cases}\inf \{f(y):|x-y|<\epsilon\}, & \text { if the infimum exists } \\ -\infty & \text { otherwise }\end{cases}
$$

Keeping in mind the concepts of right and left continuity from calculus, we define more weaker concepts of upper and lower semi-continuity of real-valued functions as follows:

## Definition 2.1.5. [58] (Upper and Lower Semi-continuity)

"Let $(X, d)$ be a metric space and $f: X \rightarrow \mathbb{R} \cup\{-\infty, \infty\}$ an extended real realvalued function. Then $f$ is said to be upper semi-continuous at $x_{0}$ if for every $\epsilon>0, \exists \mathrm{a} \delta>0$ such that

$$
\limsup _{x \rightarrow x_{0}} f(x) \leq f\left(x_{0}\right) \text { whenever } d\left(x, x_{0}\right)<\delta .
$$

That is, $f(x) \leq f\left(x_{0}\right)+\epsilon$ for all $x \in B\left(x_{0}, \delta\right)$ when $f(x)>-\infty$, and $f(x) \rightarrow-\infty$ as $x \rightarrow x_{0}$ when $f\left(x_{0}\right)=-\infty$. The function $f$ is called upper semi-continuous if it is upper semi continuous at every point of its domain.

Similarly, we say that $f$ is lower semi-continuous at $x_{0}$ if for every $\epsilon>0 \exists$ a $\delta>0$ such that

$$
\liminf _{x \rightarrow x_{0}} f(x) \geq f\left(x_{0}\right) \text { whenever } d\left(x, x_{0}\right)<\delta
$$

The function $f$ is called lower semi-continuous if it is lower semi-continuous at every point of its domain."

If $f$ is upper semi continuous at $x$, then the images of points do not exceed $f x$ "too much", near $x$ under $f$, while there is no constraint on how far these images can fall below $f x$. Similarly, if $f$ is lower semi-continuous at $x$, then the images of points do not fall below $f x$, "too much" near $x$, under $f$, but they can still be very greater than $f x$. A function may be lower or upper semi-continuous without being either left or right continuous as illustrated by the following examples.

## Example 2.1.6.

The function $f: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
f(x)=\left\{\begin{array}{lc}
2 x-x^{2}+\frac{1}{2} & \text { if } x<1 \\
2 & \text { if } x=1 \\
\frac{1}{2} & \text { if } x>1
\end{array}\right.
$$



Figure 2.1: $f$ is upper semi-continuous at $x=1$ but not both left as well as right continuous.
is upper semi-continuous at $x=1$ but not left as well as right continuous.

## Example 2.1.7.

Consider another function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined as follows:

$$
f(x)= \begin{cases}-1 & \text { if } x=0 \\ \sin \left(\frac{1}{x}\right) & \text { if } x \neq 0\end{cases}
$$

Clearly both the left-hand and right hand limits of the function $f$ do not exist at $x=0$ and hence the function is not left as well as right continuous at $x=0$. But $\liminf _{x \rightarrow 0} f(x) \geq f(0)=-1$ implies that $f$ is lower semi-continuous at $x=0$.


Figure 2.2: $f$ is lower semi-continuous at $x=0$, both left-hand \& right-hand limits do not exist at $x=0$.

## Definition 2.1.8. (Orbit)

Given a mapping $T: X \rightarrow X$ and $x \in X$, the orbit of $x$ with respect to $T$ is defined as the following sequence of points:

$$
\mathcal{O}_{T}(x)=\left\{x, T x, T^{2} x, \ldots\right\} .
$$

## Example 2.1.9.

Take $X=[-1,1] \times[-1,1]$ and define $T: X \rightarrow X$ by

$$
T x=T\left(x_{1}, x_{2}\right)= \begin{cases}\left(\frac{x_{1}}{2}, \frac{x_{2}}{2}\right) & \text { if } x_{1}, x_{2} \geq 0 \\ (1,0) & \text { otherwise }\end{cases}
$$

Clearly $T$ is not continuous at $(0,0) \in X$. Taking $x=\left(x_{1}, x_{2}\right) \in X$ such that $0<x_{1}, x_{2}<1$, we have

$$
\mathcal{O}_{T}(x)=\left\{x, \frac{x}{2}, \frac{x}{4}, \cdots\right\} .
$$

Definition 2.1.10. [48] ( $T$-orbitally lower semi-continuous)
A function $G$ from $X$ into the set of real numbers $\mathbb{R}$ is said to be $T$-orbitally lower semi-continuous at $x^{\prime} \in X$ if the sequence

$$
x_{n} \subset \mathcal{O}_{T}(x) \text { is such that } x_{n} \rightarrow x^{\prime}
$$

we have

$$
G\left(x^{\prime}\right) \leq \liminf G\left(x_{n}\right) .
$$

Example 2.1.11. Let $X=[-1,1]$ and $T: X \rightarrow X$ be given by

$$
T x=\frac{x}{2} .
$$

Fix $x_{0}$ in $(0,1)$, then the orbit of $x_{0}$ with respect to $T$ is given by:

$$
\mathcal{O}_{T}\left(x_{0}\right)=\left\{x_{0}, \frac{x_{0}}{2}, \frac{x_{0}^{2}}{4}, \ldots\right\}
$$

Let $\left\{x_{n}\right\}$ be any sequence in $\mathcal{O}_{T}\left(x_{0}\right)$ then clearly $x_{n} \rightarrow 0$. Consider a function $G: X \rightarrow \mathbb{R}$ given by

$$
G(x)=|x| .
$$

Now $G(0)=0$ and $x_{n} \rightarrow 0$ implies that

$$
\liminf G\left(x_{n}\right)=0=G(0)
$$

Hence $G$ is $T$-orbitally lower semi-continuous at $x=0$.

## Definition 2.1.12. (Fixed Point)

A fixed point of a mapping $T: X \rightarrow X$ of a set $X$ into itself is an $x \in X$ which is mapped onto itself, that is,

$$
T x=x .
$$

## Example 2.1.13.

1. The mapping $x \mapsto x^{2}$ of $\mathbb{R}$ into itself has two fixed points $x=0$ and $x=1$.
2. A translation has no fixed point.
3. If $y=f(x)$ is a real valued function, then, geometrically, the fixed points of $f$ are precisely the points of intersection of the graph of $f(x)$ and the line $y=x$. This is illustrated in the following figures:

The points of intersection of the curve

$$
y=f(x)=2-x^{2} \text { and the line } y=x
$$

in Figure 2.3 are the fixed points of $f$.


Figure 2.3: The fixed points of $f$ are the points of intersection.

Below in Figure 2.4, the curve

$$
y=f(x)=\ln \left(x+\frac{1}{2}\right)
$$

does not intersect with the line $y=x$, so

$$
f(x)=\ln \left(x+\frac{1}{2}\right)
$$

has no fixed points.


Figure 2.4: The function $f$ has no fixed points

## Definition 2.1.14. (multivalued Maps)

A mapping $T: X \rightarrow P(Y)$ is said to be a multivalued, if for each element $x \in X$, $T x$ is a nonempty subset of $Y$. In other words, a multivalued map $T$ from a set $X$ to $P(Y)$ is a nonempty subset of the product set $X \times P(Y)$. That is, if $T \subset X \times Y$ is a nonempty set, then $T$ is said to be a multivalued map and the image of an element $x \in X$ under $T$ is denoted by $T x$ and define by

$$
T x=\{y \in Y \mid(x, y) \in T\} \subset Y
$$

where $X$ and $Y$ are nonempty sets. The set $T x$ may be closed, compact, open, bounded, etc.

The inverses of hyperbolic, trigonometric, exponential, integer power functions are all multivalued.

## Example 2.1.15.

The inverse of a single valued continuous function $f: X \rightarrow Y$ from $X$ onto $Y$ is a
multivalued map $\Psi_{f}: Y \rightarrow X$ defined by

$$
\Psi_{f}(y)=f^{-1}(y)=\{x \in X: f(x)=y, \quad \text { for } y \in Y\}
$$

## Example 2.1.16.

Take $X=[0,1]$ and consider
$N(X)=\{A \subset X: A \neq \emptyset\}$
Define $T: X \rightarrow N(X)$ and $S: X \rightarrow N(X)$ by:

$$
\begin{aligned}
& T x=[0, x], \quad \text { and } \\
& S x=\left\{\begin{array}{l}
{[0,1] \text { if } x \neq \frac{1}{2}} \\
{\left[\frac{1}{2}, 1\right] \text { if } x=\frac{1}{2} .}
\end{array}\right.
\end{aligned}
$$

Both $T$ and $S$ are multivalued mappings and their graphs are given in Figure 2.5.



Figure 2.5: Graphs of multivalued mappings (a) T and (b) S

## Example 2.1.17.

Let $a, b \in \mathbb{R}$ be such that $b>a$.
Define $T:[a, b] \rightarrow[a, b]$, by

$$
T x=\left\{\begin{array}{l}
{[x, b] \text { if } a<x<b} \\
\{a, b\} \text { if } x \in\{a, b\} .
\end{array}\right.
$$

Then $T$ is a multivalued map.

## Example 2.1.18.

Let $a, b \in \mathbb{R}$ be such that $b>a$ Define $T:[a, b] \rightarrow[a, b]$, by

$$
T x=\{x\} \text { for all } x \in[a, b] .
$$

Then $T$ is a multivalued map.

### 2.2 Some Notions from $C^{*}$-Algebras

Let $\mathbb{A}$ be vector space over the field of complex numbers $\mathbb{C}$.
Definition 2.2.1. (Algebra)
An algebra over $\mathbb{C}$ is a vector space $\mathbb{A}$ with product $(a, b) \mapsto a b$ for each $(a, b) \in \mathbb{A} \times \mathbb{A}$ such that

- $a(b c)=(a b) c$ for all $a, b, c \in \mathbb{A}$, (associativity)
- $a(b+c)=a b+a c$ and $(b+c) a=b a+c a$ for all $a, b, c \in \mathbb{A}$, (distributivity)
- $(\alpha a)(\beta b)=(\alpha \beta)(a b)$ for all $a, b \in \mathbb{A}$ and $\alpha, \beta \in \mathbb{C}($ compatibility with scalar multiplication).


## Definition 2.2.2. (Normed Algebra)

A normed algebra is an algebra $\mathbb{A}$ with a norm $\|\cdot\|: \mathbb{A} \rightarrow \mathbb{R}$ given by $a \mapsto\|a\|$ such that $\|a b\| \leq\|a\|\|b\|$ for all $a, b \in \mathbb{A}$.

Definition 2.2.3. (*-algebra)
An algebra $\mathbb{A}$ over $\mathbb{C}$ is called a $*$-algebra if there is an involution map * : $\mathbb{A} \rightarrow \mathbb{A}$ satisfying the following conditions
(i) $(a+b)^{*}=a^{*}+b^{*}$ for all $a, b \in \mathbb{A}$,
(ii) $(c a)^{*}=\bar{c} a^{*}$ for all $c \in \mathbb{C}$ and for all $a \in \mathbb{A}$,
(iii) $(a b)^{*}=b^{*} a^{*}$ for all $a, b \in \mathbb{A}$
(iv) $\left(a^{*}\right)^{*}=a$ for all $a \in \mathbb{A}$.

Moreover, if $\mathbb{A}$ contains the identity element $1_{A}$ then the pair $(\mathbb{A}, *)$ is called a unital $*$-algebra.

Throughout $1_{\mathbb{A}}$ will denote the multiplicative identity element of $\mathbb{A}$ and $0_{\mathbb{A}}$ is used for the zero element (additive identity) of $\mathbb{A}$.

Definition 2.2.4. (Banach *-algebra)
A unital $*$-algebra $(\mathbb{A}, *)$ is called a Banach $*$-algebra if

1. $\mathbb{A}$ is a normed algebra i.e. $\|x y\| \leq\|x\|\|y\|$ for all $x, y \in \mathbb{A}$,
2. it is complete with respect to this norm.

## Definition 2.2.5.

A Banach $*$-algebra $(\mathbb{A}, *)$ such that for all $a \in \mathbb{A}$, we have

$$
\left\|a^{*} a\right\|=\|a\|^{2} .
$$

is called a $C^{*}$-algebra.

## Example 2.2.6.

Let $H$ be a Hilbert space and $H \neq\{0\}$. Consider the space of all bounded linear operators on $H$ and denote it by $B(H)$. Then $B(H)$ is a $C^{*}$-algebra with the usual adjoint operations. We define addition and subtraction in $B(H)$ as follows:

1. For all $x \in H$ and $S, T$ in $B(H)$, we have

$$
(S+T)(x)=S(x)+T(x)
$$

2. For all $x \in H$ and $S, T$ in $B(H)$, the multiplication $S T$ is given by,

$$
(S T)(x)=S(x) T(x) .
$$

It can be verified that $B(H)$ meets all the conditions of a normed algebra with norm defined as follows

$$
\|T\|=\sup \{\|T(x)\|:\|x\|=1\} .
$$

To prove that this norm is sub multiplicative we use the fact that if $T$ is a bounded linear operator then

$$
\|T x\| \leq\|T\|\|x\| \text { for all } x \in H
$$

In fact

$$
\begin{aligned}
\|(S T)(x)\| & =\|S(T x)\| \\
& \leq\|S\|\|T\|\|x\|
\end{aligned}
$$

for all $x \in H$.

Hence

$$
\begin{aligned}
\|S T\| & =\sup \{\|S(T x)\|:\|x\|=1\} \\
& \leq \sup \{\|S\|\|T\|\|x\|:\|x\|=1\} \\
& \leq\|S\|\|T\| .
\end{aligned}
$$

Also $B(H)$ is complete with this norm and

$$
\begin{aligned}
\left\|T^{*} T\right\| & =\left\{\left\|T^{*} T x\right\|:\|x\|=1\right\} \\
& =\left\{\left\langle T^{*} T x, x\right\rangle:\|x\|=1\right\} \\
& =\{\langle T x, T x\rangle:\|x\|=1\}=\|T\|^{2} .
\end{aligned}
$$

## Example 2.2.7.

Let $X$ be a locally compact Hausdorff space and $C_{0}(X)$ the set of all continuous functions vanishing at infinity. Define the involution map $*: C_{0}(X) \rightarrow C_{0}(X)$ as follows:

$$
f^{*}(t)=\overline{f(t)} \text { for all } t \in X
$$

Then it is easy to see that $C_{0}(X)$ is a $*$-algebra. Define norm on $C_{0}(X)$ by

$$
\|f\|=\sup _{t \in X}|f(t)| .
$$

This $\|\cdot\|$ is sub-multiplicative. In fact,

$$
\begin{aligned}
\|f g\| & =\sup _{t \in X}|f(t) g(t)| \\
& \leq \sup _{t \in X}|f(t)| \sup _{t \in X}|g(t)| \\
& =\|f\|\|g\| .
\end{aligned}
$$

Also

$$
\begin{aligned}
\left\|f^{*} f\right\| & =\sup _{t \in X}\left|f^{*}(t) f(t)\right| \\
& =\sup _{t \in X}|\overline{f(t)} f(t)| \\
& =\sup _{t \in X}|f(t)|^{2} \\
& =\|f\|^{2} .
\end{aligned}
$$

Hence $C_{0}(X)$ is a $C^{*}$-algebra.

## Definition 2.2.8. (Spectrum )

The spectrum $\sigma(a)$ of an element $a \in \mathbb{A}$ is the set of all complex numbers $\lambda$ for which the element $\lambda 1_{\mathbb{A}}-a$ is not invertible in $\mathbb{A}$. That is,

$$
\sigma(a)=\left\{\lambda \in \mathbb{C}: \lambda 1_{\mathbb{A}}-a \text { is non invertible }\right\} .
$$

## Example 2.2.9.

Let $\mathbb{A}=M_{n}$ be the set of all $n \times n$ matrices with complex entries. Then $\mathbb{A}$ is a $C^{*}$-algebra with the usual addition and multiplication of matrices. Define the involution $*: \mathbb{A} \rightarrow \mathbb{A}$ by

$$
A^{*}=\bar{A} .
$$

Then $\mathbb{A}$ is a $C^{*}$-algebra and the spectrum of an element $A \in \mathbb{A}$ is the set:

$$
\sigma(A)=\left\{\lambda \in \mathbb{C}: \lambda I_{n}-A \text { is non invertible }\right\},
$$

where $I_{n}$ is the identity matrix of order $n$. Clearly, the spectrum $\sigma(A)$ is the set of all eigenvalues of $A$.

The notion of positive elements of a $C^{*}$-algebra is defined as follows:

## Definition 2.2.10. (Positive Elements)

An element $a \in \mathbb{A}$ is called a positive element if $a=a^{*}$ and $\sigma(a) \subset \mathbb{R}^{+}$, where $\mathbb{R}^{+}$ is the set of positive real numbers. If $a \in \mathbb{A}$ is positive, we write it as $a \succeq 0_{\mathbb{A}}$.

We denote by $\mathbb{A}_{+}$, the set of all positive element of $\mathbb{A}$. That is,

$$
\mathbb{A}_{+}=\left\{a \in \mathbb{A}: a \succeq 0_{\mathbb{A}}\right\} .
$$

Positive elements play an important role in $C^{*}$ - algebras. They determine an order $\succeq$ on self-adjoint elements of $\mathbb{A}$ by

$$
\begin{equation*}
b \succeq a \text { if and only if } b-a \succeq 0_{\mathbb{A}} . \tag{2.1}
\end{equation*}
$$

## Example 2.2.11.

Consider again the algebra $\mathbb{A}=M_{n}$ of Example 2.2.9. Then the positive elements of $A \in \mathbb{A}$ are those matrices $A$ whose eigenvalues are positive real numbers.

We begin with some basic properties of the positive elements.
Lemma 2.2.12. [31]
Each positive element $a$ of a $C^{*}$-algebra $\mathbb{A}$ has a unique positive square root.

The following lemma contains some useful characterization of positivity.
Lemma 2.2.13. [31]
If $a=a^{*}$ in a $C^{*}$ - Algebra $\mathbb{A}$ then the following conditions are equivalent:
(i) $a \succeq 0$;
(ii) $a=b^{2}$ for some $b=b^{*}$;
(iii) $\left\|c 1_{\mathbb{A}}-a\right\| \preceq c$; for all $c \geq\|a\|$;
(iv) $\left\|c 1_{\mathbb{A}}-a\right\| \preceq c$ for some $c \geq\|a\|$.

Corollary 2.2.14. [31]
If $a$ and $b$ are positive elements of a $C^{*}$-algebra $\mathbb{A}$ then $a+b$ is positive.
Theorem 2.2.15. [31]
If $a$ is an element of a $C^{*}$ - algebra $A$, then $a^{*} a$ is positive.

### 2.3 Some Generalizations of a Metric Space

Recall that the concept of the "distance" between the points in Euclidean spaces allows us to define a more general concept of distance between two points of an
arbitrary nonempty set $X$ that became known as a metric defined on that set $X$. In deed, "a metric on a nonempty set $X$ is a non-negative real valued map $d: X \times X \rightarrow \mathbb{R}^{+}$such that for all $x, y, z$ in $X$, we have (1) $d(x, x)=0$, (2) $d(x, y)=d(y, x)$, and $(3) d(x, z) \leq d(x, y)+d(y, z)$. The set $X$ together with a metric $d$ defined on it is called a metric space." Now a natural question arises how this general concept of distance, that is, metric $d$ can be further generalized or modified? Can we drop any of the above three conditions that a metric must satisfy? Can we replace any of theses conditions by some weaker condition to define a new concept of a metric? Is it possible to replace the domain of the metric $d$ with some other structure? Fortunately, the answers to these questions is affirmative. In fact, these questions have given rise to the concepts of pseudo-metric space [7], metric-like spaces [6], 2-metric spaces [43, 73, 91], partially ordered metric space [65, 66, 78, 79], the cone metric spaces [2, 50], the $b$-metric spaces [9, 27], the $C^{*}$-algebra valued metric spaces [62] etc.

In this section, we present briefly the ideas of $b$-mtric spaces introduced by Bakhtin [9] and the concept of a $C^{*}$-valued metric spaces [62].

### 2.3.1 $b$-Metric Spaces

One of the well known generalization of the idea of a metric space is introduced by Bakhtin [9] and afterward used by Czerwick [27, 28]. They introduced and used the concept of $b$-metric space to establish certain fixed point results for generalizing Banach contraction principle. The same idea of relaxing the triangular inequality has also been discussed by Fagin et al. [39], who used to call this new distance as nonlinear elastic matching. The idea is clearly an extension of the metric space as follows from the following definition.

Definition 2.3.1 ([59]). Let $X$ be a non-empty set and $b \in \mathbb{R}$ such that $b \geq 1$. A $b$-metric on $X$ is a real-valued mapping $d_{b}: X \times X \rightarrow \mathbb{R}$ that satisfies the following conditions for all $x, y, z \in X$ :

1. $d_{b}(x, y) \geq 0$ and $d_{b}(x, y)=0 \Leftrightarrow x=y$;
2. $d_{b}(y, x)=d(x, y)$;
3. $d_{b}(y, z) \leq b\left[d_{b}(y, x)+d_{b}(x, z)\right]$.

The pair $\left(X, d_{b}\right)$ is said to be a $b$ metric space. If we take $b=1$ in this definition, then this definition coincides with the usual definition of a metric space.

Later Q. Xia [101] use this concept to study the optimal transport path between probability measures. Xia has chosen to call these spaces quasimetric spaces, which is the term used in the book by Heinonen [47].

Example 2.3.2. [12, 28]
Consider $X=\ell_{p}(\mathbb{R})$ where $0<p<1$ that is

$$
\ell_{p}(\mathbb{R})=\left\{\left\{x_{n}\right\} \subset \mathbb{R}: \sum_{n=1}^{\infty}\left|x_{n}\right|^{p}<\infty\right\}
$$

Define $d_{b}: X \times X \rightarrow \mathbb{R}^{+}$as:

$$
d_{b}(x, y)=\left(\sum_{n=1}^{\infty}\left|x_{n}-y_{n}\right|^{p}\right)^{\frac{1}{p}},
$$

where $x=\left\{x_{n}\right\}, y=\left\{y_{n}\right\}$ are the elements of $\ell_{p}$. Then $\left(X, d_{b}\right)$ is a $b$-metric space with coefficient $b=2^{\frac{1}{p}}$.

Example 2.3.3. [16]
The space $X=C[0,1]$ of all real valued functions $x(t)$ where $t$ is in the interval $[0,1]$ such that

$$
\int_{0}^{1}|x(t)|^{p}<\infty
$$

is a $b$-metric space by taking

$$
d_{b}(x, y)=\left(\int_{0}^{1}|x(t)-y(t)|^{p} d t\right)^{\frac{1}{p}}
$$

for each $x, y \in C[0,1]$.

## Remark 2.3.4.

It is clear that the usual metric space is a $b$-metric space . However, Czerwick $[27,28]$ has shown that a $b$-metric on $X$ need not be a metric on $X$.

The following example is an illustration of the above remark.
Example 2.3.5. [8]
Let $X=\{0,1,2\}$ and define a metric $d_{b}$ on $X$ in the following way
$d_{b}(2,0)=d_{b}(0,2)=m \geq 2$
$d_{b}(1,0)=d_{b}(0,1)=d_{b}(1,2)=d_{b}(2,1)=1$ and
$d_{b}(0,0)=d_{b}(1,1)=d_{b}(2,2)=0$. Then,

$$
d_{b}(x, y) \leq \frac{m}{2}\left[d_{b}(x, z)+d_{b}(z, y)\right] .
$$

for all $x, y, z \in X$. If $m>2$, then $X$ is not a metric space because it does not satisfy the triangle inequality.

Example 2.3.6. [101]
"Consider a metric space $(X, d)$. For some $\beta>1, \alpha \geq 0, a>0$, and for $x, y \in X$ define $D: X \rightarrow \mathbb{R}$ by

$$
D(x, y)=\alpha d(x, y)+a d(x, y)^{\beta} .
$$

Then, in general, $D$ is not a metric on $X$. On the other hand, one can verify that $(X, D)$ is a $b$-metric space with $b=2^{\beta-1}$. In fact, let $z \in X$ be arbitrary, then

$$
\begin{aligned}
D(x, y) & =\alpha d(x, y)+a d(x, y)^{\beta} \\
& \leq \alpha[d(x, z)+d(z, y)]+a[d(x, z)+d(z, y)]^{\beta} \\
& \leq \alpha[d(x, z)+d(z, y)]+2^{\beta-1} a\left[d(x, z)^{\beta}+d(z, y)^{\beta}\right] \\
& \leq 2^{\beta-1}[D(x, z)+D(z, y)] .
\end{aligned}
$$

The above fact follows from the fact that if $a$ and $b$ are positive real numbers and $\beta>1$, then

$$
\left(\frac{a+b}{2}\right)^{\beta} \leq \frac{a^{\beta}+b^{\beta}}{2}
$$

Subsequently, throughout this section let $\left(X, d_{b}\right)$ be a $b$-metric space (unless otherwise specified) with co-efficient $b \geq 1$. We recall some auxiliary notions and results in a $b$-metric space which are needed subsequently.

## Definition 2.3.7.

Consider a $b$-metric space $\left(X, d_{b}\right)$ and $A \subseteq X$ then $\bar{A}$ the closure of $A$ is the set of all limits points of $A$ and points of $A$.

If

$$
A=\bar{A},
$$

then $A$ is said to be closed.

## Definition 2.3.8.

A sequence $\left\{x_{n}\right\}$ in $\left(X, d_{b}\right)$ is called convergent if and only if there exists $x \in X$ such that:

$$
d_{b}\left(x_{n}, x\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

## Definition 2.3.9.

Consider a $b$-metric space $\left(X, d_{b}\right)$. A sequence $\left\{x_{n}\right\} \in X$ is said to be a Cauchy sequence if and only if

$$
d_{b}\left(x_{n}, x_{m}\right) \rightarrow 0 \text { as } n, m \rightarrow \infty .
$$

## Definition 2.3.10.

"A $b$-metric space $\left(X, d_{b}\right)$ is said to be complete if every Cauchy sequence in $X$ is convergent" with respect to the metric $d_{b}$.

## Remark 2.3.11.

Let $\left(X, d_{b}\right)$ be $b$-metric space then:

1. If a sequence is convergent then, it has a unique limit;
2. If a sequence is convergent then, it is a Cauchy sequence;
3. This is proved by [29] that a $b$-metric $d_{b}$ is not in general a continuous functional.

The following result is proved by [67] in 2013.
Theorem 2.3.12. [67]
Let $\left(X, d_{b}\right)$ be a complete b-metric space with constant $b \geq 1$ and define the sequence $\left\{x_{n}\right\}_{n=1}^{\infty} \subset X$ by the recursion

$$
x_{n}=T x_{n-1}=T^{n} x_{0}, n=1,2, \cdots
$$

$T: X \rightarrow X$ a contraction with the restrictions $k \in[0,1)$ and $k b<1$. Then there exists

$$
x^{*} \in X \text { such that } x_{n} \rightarrow x^{*}
$$

and $x^{*}$ is the unique fixed point of $T$.

In the same paper the author generalized the Kannan [55] and Chatterjea [21] fixed point theorems in the setting of b-metric spaces.

Now we are going to give the $b$-metric version of Cantor's intersection theorem [17] which can be proved easily in a similar way as the proof of its metric version.

Theorem 2.3.13. [17]
Let ( $X, d_{b}$ ) be a complete $b$-metric space then every nested sequence of closed balls has a non-empty intersection.

For the further details on the theory of fixed points in $b$-metric spaces we refer to $[9,27,34,59,67]$.

### 2.3.2 $C^{*}$-valued Metric Spaces

Using the notion of positive elements in $\mathbb{A}$, a $C^{*}$-algebra valued metric space is defined in the following way.

Definition 2.3.14. [62]
"Let $X$ be a non-empty set. A mapping $d: X \times X \rightarrow \mathbb{A}$ is called a $C^{*}$-algebra valued metric on $X$ if the map $d$ satisfies the following conditions:
(i) $\quad 0_{\mathbb{A}} \preceq d(x, y)$ for all $x, y \in X$ and $d(x, y)=0_{\mathbb{A}} \Leftrightarrow x=y$,
(ii) $\quad d(x, y)=d(y, x) \forall x, y \in X$,
(iii) $\quad d(x, y) \preceq d(x, z)+d(z, y) \quad \forall x, y, z \in X$.

The triplet $(X, \mathbb{A}, d)$ is called a $C^{*}$ - algebra valued metric space."

## Example 2.3.15.

Let $X=[-1,1]$ and $\mathbb{A}=\mathbb{R}^{2}$, then $\mathbb{A}$ is a $C^{*}$ algebra with usual norm

$$
\|x\|=\sqrt{x_{1}^{2}+x_{2}^{2}}
$$

Further a partial ordering on $\mathbb{A}$ as in Example 2.1.3 is given by

$$
(a, b) \preceq(c, d) \Leftrightarrow a \leq c \text { and } b \leq d,
$$

where " $\leq$ " is the usual order on the elements of $\mathbb{R}$.
Define $d: X \times X \rightarrow \mathbb{A}$ by

$$
d(x, y)=(|x-y|, 0),
$$

then $d$ is a $C^{*}$ - algebra valued metric and $(X, \mathbb{A}, d)$ is a $C^{*}$ algebra valued metric space.

The following definitions are due to Ma et al.
Definition 2.3.16. [62]
"Consider a $C^{*}$-algebra valued metric space $(X, \mathbb{A}, d)$ and let $x \in X$.

1. A sequence $\left\{x_{n}\right\}$ in $(X, \mathbb{A}, d)$ is said to be convergent with respect to $\mathbb{A}$, if for any $\epsilon>0$ there exist a positive integer $N$ such that

$$
\left\|d\left(x_{n}, x\right)\right\| \leqslant \epsilon \text { for all } n>N .
$$

2. (Cauchy Sequence) A sequence $\left\{x_{n}\right\}$ is called a Cauchy sequence with respect to $\mathbb{A}$ if for any $\epsilon>0$ there exist a positive integer $N$ such that

$$
\left\|d\left(x_{n}, x_{m}\right)\right\| \leqslant \epsilon
$$

for all $n, m>N$.
3. If every Cauchy sequence with respect to $\mathbb{A}$ in $X$ is convergent then $(X, \mathbb{A}, d)$ is called a complete $C^{*}$-algebra valued metric space."

### 2.4 Contraction Mappings

Before we state the pivotal fixed point theorem in the theory of functional analysis, we present the following classification of mappings defined on a metric space $X$.

## Definition 2.4.1. (Lipschitzian)

Let $X=(X, d)$ be a metric space. A mapping $T: X \rightarrow X$ is called a Lipschitzian if there is a positive real number $\alpha$ such that for all $x_{1}, x_{2} \in X$,

$$
\begin{equation*}
d\left(T x_{1}, T x_{2}\right) \leq \alpha d\left(x_{1}, x_{2}\right) . \tag{2.2}
\end{equation*}
$$

The constant $\alpha$ is called Lipschitz constant of the mapping $T$.

## Example 2.4.2.

Let $X=\mathbb{R}$ with the usual metric. Define $T: X \rightarrow X$ by $T x=2 x$, then

$$
\begin{aligned}
d\left(T x_{1}, T x_{2}\right) & =d\left(2 x_{1}, 2 x_{2}\right) \\
& =\left|2 x_{1}-2 x_{2}\right| \\
& =2\left|x_{1}-x_{2}\right| \\
& =2 d\left(x_{1}, x_{2}\right),
\end{aligned}
$$

shows that $T$ is Lipschtizian on $X$ with $\alpha=2$.

## Definition 2.4.3. (Contraction)

Let $X=(X, d)$ be a metric space. " A mapping $T: X \rightarrow X$ is called a contraction on $X$ if there is a positive real number $\alpha<1$ such that for all $x_{1}, x_{2} \in X$ ".

$$
\begin{equation*}
d\left(T x_{1}, T x_{2}\right) \leq \alpha d\left(x_{1}, x_{2}\right) . \tag{2.3}
\end{equation*}
$$

## Example 2.4.4.

Consider again the set $X=\mathbb{R}$ of real numbers with the standard metric given by

$$
d\left(x_{1}, x_{2}\right)=\left|x_{1}-x_{2}\right| \text { for all } x_{1}, x_{2} \in X .
$$

Let $T$ be a self map on $X$ defined by

$$
T x=\frac{x}{5}+2,
$$

then it is straightforward to see that $T$ is a contraction on $X$.

## Definition 2.4.5. (Contractive)

Consider a metric space $X=(X, d)$. A mapping on $X$ is said to be contractive on $X$ if for each element $x_{1}, x_{2} \in X$,

$$
\begin{equation*}
d\left(T x_{1}, T x_{2}\right)<d\left(x_{1}, x_{2}\right), \quad x_{1} \neq x_{2} \tag{2.4}
\end{equation*}
$$

## Example 2.4.6.

Let $(X, d)$ be a metric space with $X=[1, \infty)$ and $d$ be the usual metric on $X$. Define $T: X \rightarrow X$, by

$$
T x=x+\frac{1}{x} \forall x \in X .
$$

Then for all $x_{1} \neq x_{2} \in X$, we have

$$
\begin{aligned}
d\left(T x_{1}, T x_{2}\right) & =\left|x_{1}+\frac{1}{x_{1}}-x_{2}-\frac{1}{x_{2}}\right| \\
& =\left|x_{1}-x_{2}+\frac{1}{x_{1}}-\frac{1}{x_{2}}\right| \\
& =\left|x_{1}-x_{2}+\frac{\left(x_{2}-x_{1}\right)}{x_{1} x_{2}}\right| \\
& =\left|x_{1}-x_{2}\right|\left|1-\frac{1}{x_{1} x_{2}}\right| \\
& <\left|x_{1}-x_{2}\right| .
\end{aligned}
$$

Thus $T$ is contractive mapping but, as we can see that $T$ is not a contraction.

## Definition 2.4.7. (Non-expansive)

A self mapping on a metric space $X$ is called non-expansive on $X$ if for all $x_{1}, x_{2}$ in $X$ we have

$$
\begin{equation*}
d\left(T x_{1}, T x_{2}\right) \leq d\left(x_{1}, x_{2}\right) \tag{2.5}
\end{equation*}
$$

## Example 2.4.8.

Let $X=\mathbb{R}$ and $d$ be the usual metric. Let $T=I$ be the identity map on $X$, that is,

$$
T x=I x=x,
$$

then $T$ is non-expansive map but it is not contractive map on $X$.

We have following implications:

$$
\text { Contraction } \Rightarrow \text { Contractive } \Rightarrow \text { Non-expansive } \Rightarrow \text { Lipschtizian. }
$$

In the setting of $C^{*}$-algebra the following definitions and result are due to Ma et al. [62].

Definition 2.4.9. [62] "Let $(X, \mathbb{A}, d)$ be a $C^{*}$-algebra valued metric space. A mapping $T: X \rightarrow X$ is said to be a $C^{*}$-valued contractive mapping on $X$ if there exists an $A \in \mathbb{A}$ with $\|A\|<1$ such that

$$
\begin{equation*}
d(T x, T y) \preceq A^{*} d(x, y) A, \text { for all } x, y \in X . " \tag{2.6}
\end{equation*}
$$

### 2.5 Some Generalization of Banach Contraction Principle

We start with the most celebrated result of the theory of metric fixed points, that is, the Banach fixed point theorem also known as the Banach contraction principle. Despite of its simplicity, it is the most widely used applied fixed point theorem. In fact, it is an an existence and uniqueness theorem for fixed points of mappings that are contractions and requires only the completeness of the underlying metric space. It, not only, establishes the existence of fixed points but also give a constructive algorithm for obtaining better and better approximations to that fixed point. That is, it establishes an iterative scheme for finding the fixed point of such mappings. Moreover, the proof of Banach theorem has become an important tool for proving many fixed point results in the literature.

## Theorem 2.5.1. Banach Fixed Point Theorem

Every contraction on a complete metric space $(X, d)$ has a unique fixed point. More precisely, "let $(X, d)$ be a complete metric space and let $T: X \rightarrow X$ be a mapping such that

$$
d(T x, T y) \leq \alpha d(x, y), \quad \text { for all } x, y \in X
$$

and for some $\alpha \in[0,1)$. Then $T$ has exactly one fixed point $x_{0}$ and for every $x \in X^{\prime \prime}$, the sequence of points

$$
\begin{equation*}
\left\{T^{n} x\right\}=\left\{x, T x, T^{2} x, \ldots\right\} \tag{2.7}
\end{equation*}
$$

converges to this fixed point $x_{0}$.

The above theorem not only gives an algorithm to find an approximation of the fixed point of a contraction but also gives error bounds as stated in the following corollary.

Corollary 2.5.2. (Error Bounds) [60]
"Suppose the mapping $T$ satisfies all the conditions of Theorem 2.5.1. Then the iterative sequence (2.7) with arbitrary $x \in X$ converges to the unique fixed point $x$ of $T$. The following inequalities give the prior and the posterior error bounds:

$$
\begin{align*}
d\left(x_{m}, x\right) & \leq\left(\frac{\alpha^{m}}{1-\alpha}\right) d\left(x_{0}, x_{1}\right) .  \tag{2.8}\\
d\left(x_{m}, x\right) & \leq\left(\frac{\alpha}{1-\alpha}\right) d\left(x_{m-1}, x_{m}\right) . \tag{2.9}
\end{align*}
$$

The following theorem given by Picard-Lindel illuminates the validity of Banach fixed point theorem.

## Theorem 2.5.3. Picard Iteration Theorem[26].

Consider the following initial value problem

$$
x^{\prime}(t)=f(t, x(t)), \quad x\left(t_{0}\right)=x_{0} .
$$

Suppose the following assertions hold:

1) $f$ is continuous within and on a rectangular region

$$
R=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} .
$$

2) $f$ satisfies the Lipschitz condition with respect to $x$, or equivalently

$$
\left|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right| \leq c\left|x_{1}-x_{2}\right|, \text { for }\left(t, x_{1}\right),\left(t, x_{2}\right) \in R \text { and } c>0
$$

Then the above initial value problem has a unique solution $x(t)$ with $t$ in the interval $\left[t_{0}-\beta, t_{0}+\beta\right]$ and $\beta<\min \left\{a, \frac{b}{k}, \frac{1}{c}\right\}$, where by the boundedness of $f$ we have

$$
|f(t, x)| \leq k
$$

The significance of Banach principle can be seen in its lot of applications in different areas such as the existence of equilibria in game theory, existence of solutions to differential equations etc. This is one of the most important motivation for the researchers to work to originate a collection of generalizations of Theorem 2.5.1. This work resulted in many interesting fixed point theorems by introducing new forms of contraction conditions that involving not only $d(x, y)$, the distance between $x$ and $y$ but also the the distances between their images $f x$ and $f y$ under changing of $x$ and $y$ under the mapping $f$ i.e., $d(x, f x), d(y, f y), d(x, f y), d(y, f x)$.

### 2.5.1 Some Other Contractions

The present section is devoted to present some weaker form of contractions. For instance, Edelstein [35] defined the notion of contractive mappings see Definition 2.4.9. In order to get a fixed point of a map that is contractive, we have to add additional assumption like the space is compact or $\exists$ an $x \in X$ for which $\left\{f^{n}(x)\right\}$ contains a convergent subsequence.
To establish a fixed point result for a non-expansive map we also need to enforce some conditions such as the space must be compact or some other assumptions. A self mapping $T$ on $X$ is called weakly contractive if

$$
d\left(T x_{1}, T x_{2}\right) \leq d\left(x_{1}, x_{2}\right)-\Psi\left(d\left(x_{1}, x_{2}\right)\right) \text { for all } x_{1}, x_{2} \in X,
$$

Here the map $\Psi$ is a self map defined on $[0, \infty]$ which is continuous and non decreasing such that $\Psi>0$ on $(0, \infty), \Psi(0)=0$ and $\lim _{t \rightarrow \infty} \Psi(t)=\infty$. By taking the underlying space as a Hilbert space, Alber and Guerre-Delabriere [5] introduced the notion of "weakly contractive mapping". In fact, they showed that "each weakly contractive mapping defined on a Hilbert space have a unique fixed point, without any extra assumption". Afterwards Rhoades [93] proved the validity of this result for metric spaces. From the definition it is clear that the "weakly contractive maps" are sandwiched between contraction and contractive maps.

In 1969 Kannan [56] proved three interesting theorems for the existence of fixed points. In the first theorem, he had ommitted the completeness of the space and obtained the same conclusion as in Banach's Theorem but with different sufficient conditions. He states his result as follows:

## Theorem 2.5.4. [56]Kannan Fixed Point Theorem

"Let $E$ be a metric space with the metric $d$ and let $T$ be a map of $E$ into itself such that

1. $d(T(p), T(q)) \leq \alpha\{d(p, T(p)]+d[q, T(q))\}$, where $0<\alpha<\frac{1}{2}$ and $p, q \in E$.
2. $T$ is continuous at a point $x_{0}$ of $E$.
3. There exists a point $x \in E$ such that the sequence of iterates $T^{n}(x)$ has a sub sequence $T_{i}^{n}(x)$ converges to $x_{0}$,
then $x_{0}$ is the unique fixed point of $T^{\prime \prime}$.

In [55] he has proved the following theorem:

## Theorem 2.5.5. Kannan Fixed Point Theorem

"If $T$ is a map of a complete metric space $X$ into itself and if for all $x, y \in X$ we have

$$
\begin{equation*}
d(T(x), T(y)) \leq \alpha\{d(x, T(x))+d(y, T(y))\}, \text { where } 0<\alpha<\frac{1}{2}, \tag{2.10}
\end{equation*}
$$

then $T$ has a unique fixed point".

## Example 2.5.6.

Let $X=[0,1]$ with the usual metric. Define $T: X \rightarrow X$ by

$$
T(x)= \begin{cases}1-x & \text { if } x \text { is irrational in }[0,1] \\ \frac{1+x}{3} & \text { if } x \text { is rational in }[0,1]\end{cases}
$$

is a Kannan map on $[0,1]$ and has $x_{0}=\frac{1}{2}$ as a fixed point. Also it is continuous at its fixed point.

A mapping $T$ satisfying (2.10) need not be continuous in the whole domain. The Kannan fixed point theorem [55] played an important role in the development of fixed point theory of generalized contractive mappings and was soon followed by a large number of interesting papers on contractive mappings. The Kannan fixed point theorem also gave rise to the famous question of continuity of contractive
mappings at their fixed points. The question of the existence of contractive mappings which are discontinuous at their fixed points was settled by Pant [80, 81].

In [21] Chatterjea proved that "if a mapping $T: Y \rightarrow Y$ of a complete metric space $(Y, d)$ with the metric $d$ satisfies the condition

$$
\begin{equation*}
d(T x, T y) \leq \beta[d(x, T y)+d(y, T x)], 0 \leq \beta<\frac{1}{2} \tag{2.11}
\end{equation*}
$$

for all $x, y \in Y$, then $T$ has a unique fixed point in $Y$ ". Such a mapping $T$ need not be continuous in the entire domain.

Remark 2.5.7. All of the above contractive conditions are independent of each other. As we can see from the following examples.

## Example 2.5.8.

Let $X=[0,1]$ and let $d$ be the usual metric on $\mathbb{R}$. Define $T: X \rightarrow X$ as follows:

$$
T x=\frac{3}{4} x, \quad \text { for all } x \in X .
$$

Then $T$ is the Banach contraction but does not satisfy Kannan condition (2.10). For example if $x=0, y=1$ then

$$
d(T x, T y)=\frac{3}{4}, d(x, T x)+d(y, T y)=0+\frac{1}{4}=\frac{1}{4}
$$

and hence

$$
d(T x, T y)>d(x, T x)+d(y, T y)
$$

## Example 2.5.9.

Let $X=[0,1]$ and $d$ be the usual metric. Define $T: X \rightarrow X$ defined by

$$
T(x)= \begin{cases}\frac{x}{4} & \text { if } 0 \leq x<1 \\ \frac{1}{3} \text { if } & x=1\end{cases}
$$

Then $d(T x, T y)<\alpha[d(x, T y)+d(y, T x)]$ for all $x, y \in X$ for each $\beta \in[0,1 / 2)$. Therefore $T$ satisfy the Chatterjea's contraction condition (2.11) but $T$ does not satisfies the Banach contraction condition.

## Example 2.5.10.

Let $X=[-1,1]$ equipped with the usual metric on $\mathbb{R}$ and define $T: X \rightarrow X$ by

$$
T x=-\frac{3}{4} x
$$

for all $x \in X$. Then $T$ satisfies the Banach contraction condition but does not satisfies the Chatterjea's contraction condition (2.11). For example if $x=-1, y=$ 1 , then

$$
d(T x, T y)=\frac{3}{2}, d(x, T y)+d(y, T x)=\frac{1}{2}
$$

and hence

$$
d(T x, T y)>d(x, T y)+d(y, T x) .
$$

## Theorem 2.5.11.

Let $X$ be a metric space with $d$ as metric and let $T$ be a map of $X$ into itself. Suppose that $T$ is continuous at a point $x_{0} \in X$. If there exists a point $x \in E$ such that the sequence of iterates $T^{n}(x)$ converges to $x_{0}$ then $T x_{0}=x_{0}$. If in addition

$$
d\left(T x_{0}, T x\right) \leq \alpha d\left(x, x_{0}\right), x_{0} \in X, 0<\alpha<1,
$$

then $x_{0}$ is the unique fixed point of $T$.

The above notion of Kannan's contraction was more refined by Ciric [23], Rus [94], Reich [90], Hardy and Rogers [46] and also by Zamfirescu [102]. "The function $f: X \rightarrow X$ is called Ciric- Reich-Rus operator if there exists $a, b, c \in \mathbb{R}$ and $a, b, c \geq 0$ with $a+b+c<1$ such that

$$
d(f x, f y) \leq a d(x, y)+b d(x, f x)+c d(y, f y) \text { for all } x, y \in X "
$$

Hardy and Rogers [46] extended the class of Ciric-Reich-Rus operators by considering the following condition:

$$
" d(f x, f y) \leq a d(x, y)+b d(x, f x)+c d(y, f y)+e d(x, f y)+f d(y, f x)
$$

for all $x, y \in X$ and $a+b+c+e+f<1$ ".
In [93] Rhoades has proved the following theorem

## Theorem 2.5.12.

"Consider a complete metric space $(X, d)$ and consider a mapping $f: X \rightarrow X$ which is weakly contractive. Then there exists a unique fixed point of $f^{\prime}$."

In $[35,74]$ Nemytzki and Edelstein states the following result:

## Theorem 2.5.13.

"Let $(X, d)$ be a compact metric space and $f: X \rightarrow X$ be a contractive mapping. Then there exists a unique fixed point of $f^{\prime \prime}$.

Now we are going to give two "equivalent" facts. The first is a well-known variational principle due to Ekeland [37, 38] and the second is the well-known Caristi Theorem [20].

## Theorem 2.5.14. The Caristi-Ekeland Principle [37]

Let $(M, d)$ be a complete metric space and if $\phi: M \rightarrow \mathbb{R}^{+}$a lower semi-continuous mapping. Define a relation " $\preceq$ " as follows

$$
x \preceq y \text { if and only if } d(x, y) \leq \phi(x)-\phi(y), \quad x, y \in M .
$$

Then $(M, \preceq)$ has a minimal element.

Carisiti's fixed point theorem is one of the beautiful extensions of Banach's contraction principle. This Theorem states that

Theorem 2.5.15. Caristi [20]
Let $(M, d)$ be a complete metric space.and there exists a lower semi-continuous mapping $\phi$ from $M$ into the non-negative real numbers and suppose $g: M \rightarrow M$ satisfies:

$$
d(x, g(x)) \leq \phi(x)-\phi(g(x)), \quad x \in M .
$$

Then $g$ has a fixed point.

The following result is proved by Hicks and Rhoades [48] in 1979 and then they showed that many generalization of Banach fixed point theorem 2.5.1 are special cases of their theorems. It states that

Theorem 2.5.16. [48]
"Let $h \in[0,1)$ be such that

$$
\begin{equation*}
d\left(T y, T^{2} y\right) \leq h d(y, T y) \text { for every } y \in \mathcal{O}_{T}(x) \tag{2.12}
\end{equation*}
$$

where $x$ is a fixed element in $X$. Then:
(A1) $\exists x_{0} \in X$ such that the sequence $T^{n} x$ converges to $x_{0}$,
(A2) $\quad d\left(T^{n} x, x_{0}\right) \leq \frac{h^{n}}{1-h} d(x, T x)$,
(A3) $\quad x_{0}$ is a fixed point of $T$ if and only if $G(x)=d(x, T x)$ is $T$-orbitally lower semi continuous at $x_{0}{ }^{\prime \prime}$.

The following examples describes the diversity that can happen when a function $T$ satisfies only condition (2.12).

Example 2.5.17. [48]
Let $X=[-1,1]$ and $d$ be the usual metric on $\mathbb{R}$. Define $T: X \rightarrow X$ by

$$
T(x)=\left\{\begin{array}{l}
\frac{x}{4} \text { if } x \neq 0 \\
\frac{1}{4} \text { if } x=0
\end{array}\right.
$$

For $x \neq 0$ we have,

$$
d\left(T x, T^{2} x\right)=\frac{1}{4} d(x, T x)
$$

Similarly for $x=0$,

$$
d\left(T x, T^{2} x\right)=\frac{3}{4} d(x, T x)
$$

But $T$ has no fixed point and $\lim T^{n} x=0$ for every $x$.
Example 2.5.18. [48]
Let $X=[-1,1]$ and define $T: X \rightarrow X$ by

$$
T(x)=\left\{\begin{array}{l}
\frac{x}{4} \text { if } x>0 \\
-1 \text { if } x \leq 0
\end{array}\right.
$$

For each $x>0$,

$$
d\left(T x, T^{2} x\right)=\frac{1}{4} d(x, T x) .
$$

Also for $x>0$, it easy to see that

$$
\lim _{n \rightarrow \infty} T^{n} x=0
$$

but $x=-1$ is the unique fixed point of $T$.

### 2.5.2 Contractions on an Ordered Metric Space

After that Turinici [98], Ran and Reurings [87] fixed points on a metric space of self mappings on which some partial odered is defined are studied and different authors have established many interesting results. For instance, see $[1,30,44,76$, 85, 87, 89]. Consider a partially ordered set $(X, \preceq)$ and $f: X \rightarrow X$. The map $f$ is called non-increasing if for $x_{1}, x_{2} \in X$, we have

$$
x_{1} \preceq x_{2} \Rightarrow f\left(x_{1}\right) \succeq f\left(x_{2}\right) .
$$

The mapping $f$ is called non-decreasing if for $x_{1}, x_{2} \in X$,

$$
x_{1} \preceq x_{2} \Rightarrow f\left(x_{1}\right) \preceq f\left(x_{2}\right) .
$$

If we have for $x_{1} \preceq x_{2}$ either $f\left(x_{1}\right) \preceq f\left(x_{2}\right)$ or $f\left(x_{2}\right) \preceq f\left(x_{1}\right)$ for all $x_{1}, x_{2} \in X$ then $f$ maps comparable elements to comparable elements. Ran and Reuring [87] has proved the following result

## Theorem 2.5.19.

"Consider a complete metric space $(X, d)$ and let $\preceq$ be a partial order on $X$. Let the mapping $f: X \rightarrow X$ satisfies the condition

$$
d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \leq k d\left(x_{1}, x_{2}\right) \text { for all } x_{1}, x_{2} \in X \text { and } x_{1} \preceq x_{2},
$$

where $k \in(0,1)$. Also if the following axioms hold

1. there exists $x_{0} \in X$ such that $x_{0} \preceq f\left(x_{0}\right)$ or $f\left(x_{0}\right) \preceq x_{0}$;
2. $f$ is monotone and continuous:
3. Every pair of elements of $X$ has an upper and lower bound.

Then $f$ is a Picard operator".

Theorem 2.5.19 is further enhanced by Nieto and Rodriguez-Lopez in [76] further enhanced and as an application, they have also presented an existence result for the solution of ordinary differential equation with periodic boundary value conditions.

Theorem 2.5.20. Nieto and Rodriguez-Lopez [76]
"Consider a complete metric space $(X, d)$ and $\preceq$ is a partial order defined on $X$. If a self map $f: X \rightarrow X$ is non decreasing with respect to the given partial order and meets the condition

$$
d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \leq k d\left(x_{1}, x_{2}\right) \text { with } x_{1} \preceq x_{2}, \text { for all } x_{1}, x_{2} \in X
$$

where $k \in(0,1)$ and suppose that one of the following conditions is also true :
i) $f$ is continuous and there exists $x_{0} \in X$ such that either $x_{0} \preceq f\left(x_{0}\right)$ or $f\left(x_{0}\right) \preceq x_{0}$;
ii) for any non decreasing sequence $x_{n}$ in $X$ if $x_{n} \rightarrow x$ then $x_{n} \preceq x$ for $n \in \mathbb{N}$ and there exists $x_{0} \in X$ such that $\left(x_{0}\right) \preceq f\left(x_{0}\right)$;
iii) for any non increasing sequence $x_{n}$ in $X$ if $x_{n} \rightarrow x$ then $x_{n} \succeq x$ for $n \in \mathbb{N}$ and there exists $x_{0} \in X$ such that $x_{0} \succeq f\left(x_{0}\right)$.

Then $f$ has a fixed point. Also, if every pair of elements of $X$ has an upper or a lower bound then $f$ is a Picard operator."

Working in the same direction the authors [75, 77, 89] extended the above results by relaxing the continuity condition as stated in the following theorem.

## Theorem 2.5.21.

"Let $(X, d)$ be a complete metric space endowed with a partial order $\preceq$. Let $f: X \rightarrow X$ preserves comparable elements and satisfies

$$
d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \leq k d\left(x_{1}, x_{2}\right) \text { for all } x_{1}, x_{2} \in X \text { with } x_{1} \preceq x_{2},
$$

where $k \in(0,1)$. Suppose the following conditions hold:
i) either $f$ is orbitally continuous; or
if for any sequence $x_{n} \rightarrow x$ and for each pair of comparable elements $\left(x_{n}, x_{n+1}\right)$ there exist a subsequence $x_{n_{k}}$ such that the pair of elements $\left(x_{n_{k}}, x\right)$ are comparable for $k \in \mathbb{N}$,
ii) there exists $x_{0} \in X$ such that the pair $\left(x_{0}, f\left(x_{0}\right)\right)$ is comparable.

Then $f$ has a fixed point. Furthermore, if every pair of elements of $X$ has an upper or a lower bound then $f$ is a Picard operator".

The following theorems give some interesting results of fixed points for self maps that satisfy some contractive or expansive conditions on $C^{*}$-valued metric spaces proved by Ma et al. [62].

Theorem 2.5.22. [62]
"If $(X, \mathbb{A}, d)$ is a $C^{*}$-algebra valued metric space and $T$ satisfies (2.6), then there exists a unique fixed point in $X$."

Like the idea of contractive mappings, another important concept is the concept of expansive mappings as defined below:

Definition 2.5.23. [62]
"Let $X \neq \emptyset$. A self mapping $T$ is said to be a $C^{*}$-algebra valued expansive mapping, if $T$ satisfies:
i) $T(X)=X$;
ii) $d(T x, T y) \succeq A^{*} d(x, y) A, \forall x, y \in X$,
where $A \in \mathbb{A}$ is an invertible element and $\left\|A^{-1}\right\|<1$."

For the expansive mappings, we further have a fixed point theorem.

## Theorem 2.5.24.

"Let $(X, \mathbb{A}, d)$ be a complete $C^{*}$-algebra-valued metric space. Then for the expansive mapping $T$, there exists a unique fixed point in $X^{\prime \prime}$.

Before introducing another fixed point theorem, we first state the following lemma from [32, 69].

## Lemma 2.5.25.

"Suppose that $\mathbb{A}$ is a unital $C^{*}$ - algebra with a unit $1_{\mathbb{A}}$.

1. If $a \in \mathbb{A}_{+}$with $\|a\|<\frac{1}{2}$, then $1_{\mathbb{A}}-a$ is invertible and $\left\|a\left(1_{\mathbb{A}}-a\right)^{-1}\right\|<1$.
2. Suppose that $a, b \in \mathbb{A}$ with $a, b \succeq 0_{\mathbb{A}}$ and $a b=b a$, then $a b \succeq 0_{\mathbb{A}}$.
3. By $A^{\prime}$ we denote the set $\{a \in \mathbb{A}: a b=b a, \forall b \in \mathbb{A}\}$. Let $a \in \mathbb{A}^{\prime}$, if $b, c \in \mathbb{A}$ with $b \succeq c \succeq 0_{\mathbb{A}}$ and $1_{\mathbb{A}}-a \in \mathbb{A}_{+}^{\prime}$ is an invertible operator, then $\left(1_{\mathbb{A}}-a\right)^{-1} b \succeq\left(1_{\mathbb{A}}-a\right)^{-1} c . "$

Theorem 2.5.26. [62]
"Let $(X, \mathbb{A}, d)$ be a complete $C^{*}$-algebra valued metric space. Suppose that the mapping $T: X \rightarrow X$ satisfies

$$
d(T x, T y) \preceq A(d(T x, y)+d(T y, x)) \text { for all } x, y \in X
$$

where $A \in \mathbb{A}_{+}^{\prime}$ and $\|A\|<\frac{1}{2}$. Then there exists a unique fixed point of $T$ in $X$ ".

From now on, we will call a " $C^{*}$-algebra valued metric space" and a " $C^{*}$-algebra valued metric", a ' $C^{*}$-valued metric space' and a ' $C^{*}$-valued metric' respectively.

### 2.6 Fixed Point Theorems for Multivalued Mappings

In this section we are going to collect some fixed point results of multivalued mappings which are already present in the literature.

The class of spaces which have fixed point property for continuous set valued mappings is small than that class of spaces which have fixed point property for continuous single valued mappings. Such results can be found in [99]. Using the Hausdroff metric the study of fixed points for multivalued contraction and non-expansive mapping was first studied by Markin [63] and Nadler [70, 71]). Afterward an interesting and rich theory for fixed point of multivalued maps was developed which has application in control theory, convex optimazition and economics see [45].

## Definition 2.6.1. (Fixed Points in Maultivalued Maps)

Consider two nonempty sets $X$ and $Y$ and let $T: X \rightarrow P(Y)$ be a multivalued mapping. Then $x \in X$ is called fixed point of $T$, if $x \in T x$.

## Example 2.6.2.

Let $X=[0,1]$. Define $T: X \rightarrow N(X)$ by

$$
T x=\left[0, x^{2}\right] .
$$

Then $0 \in T 0=\{0\}$ and $1 \in T 1=[0,1]$ and hence both 0 and 1 are fixed points of $T$.

## Definition 2.6.3. (Common Fixed Points)

Let $X$ and $P(Y)$ be two nonempty sets and $T_{1}, T_{2}: X \rightarrow P(Y)$ be two multivalued mappings. A point $x \in X$ is called common fixed point of both $T_{1}$ and $T_{2}$, if $x \in T_{1} x \cap T_{2} x$.

## Example 2.6.4.

Let $a, b \in \mathbb{R}$ be such that $b>a$.
Define $T_{1}, T_{2}:[a, b] \rightarrow P([a, b])$, and by

$$
T_{1} x=\left\{\begin{array}{l}
\{a\} \text { if } x=\{a, b\} \\
{[x, b] \text { if } a<x<b,}
\end{array}\right.
$$

and

$$
T_{2} x=[a, x] \forall x \in[a, b] .
$$

Then each $x \in[a, b)$ is a common fixed point of $T_{1}$ and $T_{2}$.

We denote by $C L(X)$ the collection of all nonempty closed subsets of $X$, the collection of nonempty bounded closed subsets of $X$ by $C B(X)$, the collection of nonempty compact subsets of $X$ by $K(X)$.

## Theorem 2.6.5.

Let $X$ be a nonempty set and $d$ be a meric on $X$. Let $C B(X)$ be the collection of non-empty closed and bounded subsets of $X$.

Define the map $H: C B(X) \times C B(X) \rightarrow \mathbb{R}$ as follows:

$$
\begin{equation*}
H(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(b, A)\right\}, \tag{2.13}
\end{equation*}
$$

for each $A, B \in C B(X)$. Then $H$ is a metric on $C B(X)$. Where

$$
d(a, B)=\inf \{d(a, b): b \in B\}
$$

This is called Hausdorff metric on $C B(X)$. This is also known as the Hausdorff distance between the sets in $C B(X)$ generated by the metric $d$ on $X$. The pair $(C B(X), H)$ is called Hausdorff metric space.

It is well known that the Hausdorff metric space $(C B(X), H)$ is complete when the metric space $(X, d)$ is complete.

The following lemmas are needed in continuation.
Lemma 2.6.6. [49]
Let $A, B \in C B(X)$ and $\epsilon>0$ with $H(A, B)<\epsilon$, then for each $a \in A$, there exists an element $b \in B$ such that

$$
d(a, b)<\epsilon .
$$

Lemma 2.6.7. [33]
Let $A, B \in C B(X)$. Then for each $a \in A$

$$
d(a, B) \leq H(A, B)
$$

In 1969 Nadler [71] combine the idea of multivalued mapping with Lipschitz condition and extended the Banach contraction principle to multivalued maps in the following way.

Theorem 2.6.8. [71]
Let $\alpha \in[0,1)$ and $(X, d)$ be a complete metric space. Let $T: X \rightarrow C B(X)$ be a mapping such that

$$
\begin{equation*}
H(T x, T y) \leq \alpha d(x, y) \forall x, y \in X \tag{2.14}
\end{equation*}
$$

Then $T$ has a fixed point.

Contrary to Banach Theorem 2.5.1, Nadler's Theorem 2.6.8 does not assert the uniqueness of the fixed point. Several researchers then started work to extend and develop the theory of fixed point for multivalued mappings. Nadler fixed point theorem has been extended in 1972 by Reich [90] in the following way.

Theorem 2.6.9. [90]
If $(X, d)$ is a complete metric space and $T: X \rightarrow K(X)$ satisfies

$$
\begin{equation*}
H\left(T x_{1}, T x_{2}\right) \leq \alpha\left(d\left(x_{1}, x_{2}\right)\right) d\left(x_{1}, x_{2}\right) \tag{2.15}
\end{equation*}
$$

for each $x_{1}, x_{2} \in X$ where $\alpha:[0, \infty) \rightarrow[0,1)$ such that

$$
\begin{equation*}
\limsup _{r \rightarrow t^{+}} \alpha(r)<1 \tag{2.16}
\end{equation*}
$$

for each $t \in(0, \infty)$, then $T$ has a fixed point.

For further results and applications of fixed points of multivalued mappings we refer to [24, 25, 68, 95].

## Chapter 3

## Generalized $C^{*}$-valued Contractions

Let $(X, d)$ be a metric space, $x \in X$ and $T: X \rightarrow X$ be a mapping on $X$. The sequence of points

$$
\mathcal{O}_{T}(x)=\left\{x, T x, T^{2} x, \ldots\right\}
$$

is called the orbit of $x$ with respect to $T$. Hicks and Rhoades [48] showed that if the mapping $T$ satisfies the following contractive condition

$$
\begin{equation*}
d\left(T y, T^{2} y\right) \leq h d(y, T y) \tag{3.1}
\end{equation*}
$$

for some $h \in(0,1)$ and every $y \in \mathcal{O}_{T}(x)$ then $T$ has a fixed point. Note that the contractive condition (3.1) is weaker than the condition (2.5.1). Moreover, the condition (3.1) does not forces that the mapping $T$ to be continuous [48]. In contrast to Banach contraction principle, Hicks and Rhodes theorem [48] does not guarantee the uniqueness of the fixed point of $T$.

In this chapter, we introduce a new contractive conditions for the mappings on $C^{*}$-algebra valued metric spaces and establish related fixed point theorems for self maps with contractive conditions. Our result generalizes Theorem 2.1 (Ma et al.) presented in [62]. We conclude this chapter with an application of our result and establish an existence theorem for an integral equation.

Throughout this chapter, $X$ is a nonempty set and $\mathbb{A}$ is a $C^{*}$-algebra.

### 3.1 Banach Type $C^{*}$-valued contractions

In this section, we first introduce the notion of continuity in the context of $C^{*}$ algebra valued metric spaces and show that a $C^{*}$-valued contraction map is continuous with respect to our notion of continuity. Then we introduce a $C^{*}$-valued contractive type condition and establish a fixed point theorem analogous to the results presented in [48]. We also show that a $C^{*}$-valued contractive type map need not be continuous in context of $C^{*}$-valued metric.

Definition 3.1.1. (Continuity with respect to $\mathbb{A}$ )
Let $(X, \mathbb{A}, d)$ be a $C^{*}$-algebra valued metric space. A mapping $T: X \rightarrow X$ is said to be continuous at $x_{0}$ with respect to $\mathbb{A}$ if given any $\epsilon>0$ there exist a $\delta>0$ such that:

$$
\left\|d\left(T x, T x_{0}\right)\right\| \leqslant \epsilon \text { whenever }\left\|d\left(x, x_{0}\right)\right\| \leqslant \delta .
$$

Further, $T$ is said to be continuous on $X$ with respect to $\mathbb{A}$ if it is continuous for every $x \in X$.

## Example 3.1.2.

Let $\mathbb{A}=\mathbb{R}^{2}$ and $X=[0,1]$. Then $\mathbb{A}$ is a $C^{*}$-algebra with norm $\|\cdot\|: \mathbb{A} \rightarrow \mathbb{R}$ defined by

$$
\|(x, y)\|=\left(x^{2}+y^{2}\right)^{1 / 2}
$$

Define a $C^{*}$-algebra valued metric $d: X \times X \rightarrow \mathbb{A}$ on $X$ by

$$
\begin{equation*}
d(x, y)=(|x-y|, 0) \tag{3.2}
\end{equation*}
$$

with ordering on $\mathbb{A}$ as given in Example 2.1.3 by

$$
\begin{equation*}
(a, b) \preceq(c, d) \Leftrightarrow a \leq c \text { and } b \leq d . \tag{3.3}
\end{equation*}
$$

A mapping $T: X \rightarrow X$ given by

$$
T(x)=\frac{x}{3}
$$

is continuous with respect to $\mathbb{A}$. since

$$
\|d(T x, T y)\|=\left\|d\left(\frac{x}{3}, \frac{y}{3}\right)\right\|=\left\|\frac{x}{3}-\frac{y}{3}\right\|<\epsilon
$$

with $\|x-y\|<3 \epsilon=\delta$.

## Remark 3.1.3.

Note that every continuous map is continuous with respect to $\mathbb{A}=\mathbb{R}$.
Definition 3.1.4. ( $T$-orbitally lower semi-continuous)
A function $f: X \rightarrow \mathbb{A}$ is said to be $T$-orbitally lower semi continuous at $x_{0}$ with respect to $\mathbb{A}$ if the sequence $\left\{x_{n}\right\}$ in $\mathcal{O}_{T}(x)$ is such that $\lim _{n \rightarrow \infty} x_{n}=x_{0}$ with respect to $\mathbb{A}$ implies

$$
\begin{equation*}
\left\|f\left(x_{0}\right)\right\| \leqslant \liminf \left\|f\left(x_{n}\right)\right\| . \tag{3.4}
\end{equation*}
$$

We illustrate the above definition by the following example.

## Example 3.1.5.

Consider the $C^{*}$-algebra $\mathbb{A}=\mathbb{R}^{2}$ as defined in Example 2.3.15.
Let $X=[-1,1]$ and define $f: X \rightarrow \mathbb{A}$ by

$$
f(x)= \begin{cases}\left(\frac{x}{2}, 0\right) & \text { if } x \geq 0 \\ (|x-1|, 0) & \text { if } x<0\end{cases}
$$

By taking $T: X \rightarrow X$, defined by

$$
T x=\frac{x^{2}}{2}
$$

we see that, for $\frac{1}{2} \in[-1,1]$, we have

$$
\mathcal{O}_{T}\left(\frac{1}{2}\right)=\left\{\frac{1}{2}, \frac{1}{2^{3}}, \frac{1}{2^{7}}, \frac{1}{2^{15}}, \cdots\right\}
$$

and any sequence $\left\{x_{n}\right\}$ in $\mathcal{O}_{T}(x)$ converges to 0 . Further,

$$
\|f(0)\|=\|(0,0)\|=\liminf \left\|f\left(x_{n}\right)\right\|
$$

Thus $f$ is $T$-orbitally lower semi continuous at $x=0$.

## Remark 3.1.6.

If $\mathbb{A}=\mathbb{R}$ then our definition of $T$-orbitally lower semi-continuous maps with respect to $\mathbb{A}$ coincides with usual definition of $T$-orbitally lower semi-continuous as defined in [48].

## Example 3.1.7.

Let $X=[-1,1]$ and $\mathbb{A}=\mathbb{R}^{2}$ with the $C^{*}$-algebra valued metric $d: X \times X \rightarrow \mathbb{A}$ given by (see Example 2.3.15)

$$
d(x, y)=(|x-y|, 0),
$$

and with the ordering $\preceq$ defined on $\mathbb{A}$ be as follows:

$$
(a, b) \preceq(c, d) \Leftrightarrow a \leq c \text { and } b \leq d .
$$

Define $T: X \rightarrow X$ by

$$
T(x)= \begin{cases}\frac{x}{2} & \text { if } x \geq 0 \\ 1 & \text { if } x<0\end{cases}
$$

Then $T$ is not continuous at 0 . For $0<x_{*}<1$, we have

$$
\mathcal{O}_{T}\left(x_{*}\right)=\left\{x_{*}, \frac{x_{*}}{2}, \frac{x_{*}}{4}, \frac{x_{*}}{8}, \cdots\right\} .
$$

Let $\left\{x_{n}\right\}$ be any sequence in $\mathcal{O}_{T}\left(x_{*}\right)$, then

$$
x_{n} \rightarrow 0 \text { with respect to } \mathbb{A} \text {, }
$$

and define $f: X \rightarrow \mathbb{A}$ by

$$
f(x)=d(x, T x),
$$

now by (3.4)

$$
\begin{aligned}
\|f(0)\| & =\|d(0, T 0)\| \\
& \leq \liminf \left\|f\left(x_{n}\right)\right\| \\
& =\liminf \left\|d\left(x_{n}, T x_{n}\right)\right\| \\
& =\|(0,0)\|,
\end{aligned}
$$

and hence $f$ is lower semi-continuous at 0 .

## Definition 3.1.8. (Contractive Type Mapping)

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-algebra valued metric space. A mapping $T: X \rightarrow X$ is said to be a $C^{*}$-valued contractive type mapping if there exists an $x \in X$ and an $a \in \mathbb{A}$
such that

$$
\begin{equation*}
d\left(T y, T^{2} y\right) \preceq a^{*} d(y, T y) a \text { with }\|a\|<1 \text { for every } y \in \mathcal{O}_{T}(x) . \tag{3.5}
\end{equation*}
$$

## Remark 3.1.9.

A $C^{*}$-valued contractive map need not be continuous with respect to the $C^{*}$ algebra $\mathbb{A}$.

## Remark 3.1.10.

A $C^{*}$-valued contraction mapping is $C^{*}$-valued contractive type mapping but the converse is not true in general.

The following example supports our above claims.

## Example 3.1.11.

Let $X=[-1,1]$ and $\mathbb{A}=M_{2 \times 2}(\mathbb{R})$ with

$$
\|A\|=\left(\sum_{i=1}^{4}\left|a_{i}\right|^{2}\right)^{\frac{1}{2}}
$$

where $a_{i} s$ are the entries of the matrix $A \in M_{2 \times 2}(\mathbb{R})$. Then $(X, \mathbb{A}, d)$ is a $C^{*}$ algebra valued metric space, where

$$
d(x, y)=\left[\begin{array}{cc}
|x-y| & 0 \\
0 & |x-y|
\end{array}\right]
$$

and partial ordering on $\mathbb{A}$ is given as

$$
\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right] \succeq\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right] \Leftrightarrow a_{i} \geq b_{i} \text { for } i=1,2,3,4 .
$$

Which is the partial order induced by the cone $\mathbb{A}_{+}$as follows:

$$
\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right] \succeq\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right] \Leftrightarrow\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]-\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right] \in \mathbb{A}_{+} .
$$

Define a mapping $T: X \rightarrow X$ by

$$
T(x)= \begin{cases}\frac{x}{4} & \text { if } x \geq 0 \\ 1 & \text { if } x<0\end{cases}
$$

Then for $y \in \mathcal{O}_{T}(x), x \geq 0$

$$
d\left(T y, T^{2} y\right)=\left[\begin{array}{cc}
\left|\frac{y}{4}-\frac{y}{16}\right| & 0 \\
0 & \left|\frac{y}{4}-\frac{y}{16}\right|
\end{array}\right]
$$

But, $\frac{y}{4}-\frac{y}{16}=\frac{3 y}{16}$, it follows that:

$$
\begin{aligned}
d\left(T y, T^{2} y\right) & =\left[\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{array}\right]\left[\begin{array}{cc}
\left|\frac{3 y}{4}\right| & 0 \\
0 & \left|\frac{3 y}{4}\right|
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{array}\right] \\
& =a^{*} d(y, T y) a
\end{aligned}
$$

where

$$
a=\left[\begin{array}{ll}
\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{array}\right]
$$

and so

$$
\|a\|=\frac{1}{\sqrt{2}} .
$$

Thus $T$ is a $C^{*}$-valued contractive type mapping. Note that $T$ is not continuous with respect to the $C^{*}$-algebra $\mathbb{A}$ and hence not a $C^{*}$-valued contraction mapping.

Before giving our main result we prove the following lemma which is essentially extracted from the proof of Theorem 2.5.22.

## Lemma 3.1.12.

Consider a $C^{*}$-algebra valued metric space $(X, \mathbb{A}, d)$ and a self mapping $T: X \rightarrow X$. If $a \in \mathbb{A}$ is such that $\|a\|<1$ then for $m<n$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=m}^{n}\left(a^{*}\right)^{k} d(x, T x) a^{k}=1_{\mathbb{A}}\left\|(d(x, T x))^{1 / 2}\right\|^{2}\left(\frac{\|a\|^{m}}{1-\|a\|}\right) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=m}^{n}\left(a^{*}\right)^{k} d(x, T x) a^{k} \longrightarrow 0_{\mathbb{A}} \text { as } m \longrightarrow \infty \tag{3.7}
\end{equation*}
$$

Proof.
Since $d(x, T x)$ is a positive element of $\mathbb{A}$, we have

$$
\begin{aligned}
\sum_{k=m}^{n}\left(a^{*}\right)^{k} d(x, T x) a^{k} & =\sum_{k=m}^{n}\left(a^{*}\right)^{k}(d(x, T x))^{1 / 2}(d(x, T x))^{1 / 2} a^{k} \\
& \left.=\sum_{k=m}^{n}\left((d(x, T x))^{1 / 2} a^{k}\right)^{*}(d(x, T x))^{1 / 2} a^{k}\right)
\end{aligned}
$$

But for positive elements $a \in \mathbb{A}$, we have $a^{*} a=|a|^{2}$.
Therefore, it follows that

$$
\begin{aligned}
\sum_{k=m}^{n}\left(a^{*}\right)^{k} d(x, T x) a^{k} & =\sum_{k=m}^{n}\left|(d(x, T x))^{1 / 2} a^{k}\right|^{2} \\
& \preceq 1_{\mathbb{A}}\left\|\sum_{k=m}^{n}\left|(d(x, T x))^{1 / 2} a^{k}\right|^{2}\right\| \\
& \preceq 1_{\mathbb{A}} \sum_{k=m}^{n}\left\|(d(x, T x))^{1 / 2}\right\|^{2}\left\|a^{k}\right\|^{2} \\
& =1_{\mathbb{A}}\left\|(d(x, T x))^{1 / 2}\right\|^{2} \sum_{k=m}^{n}\left\|a^{2}\right\|^{k}
\end{aligned}
$$

Since $\|a\|<1$ and $m<n$, therefore as

$$
m \longrightarrow \infty \text { we must have } n \longrightarrow \infty .
$$

So the fact that

$$
\sum_{k=m}^{n}\left\|a^{2}\right\|^{k}
$$

is an infinite geometric series completes the proof of (3.6). Further,

$$
m \longrightarrow \infty \Rightarrow\|a\|^{m} \longrightarrow 0
$$

and hence (3.7) follows from (3.6).

## Theorem 3.1.13.

Let $(X, \mathbb{A}, d)$ be a complete $C^{*}$-algebra valued metric space and $T: X \rightarrow X$ be a $C^{*}$-algebra valued contractive type mapping. That is, $\exists x \in X, a \in \mathbb{A}$ such that $d\left(T y, T^{2} y\right) \preceq a^{*} d(y, T y) a$ with $\|a\|<1$ for every $y \in \mathcal{O}_{T}(x)$.

Then
(A1) $\exists x_{0} \in X$ such that the sequence $T^{n} x$ in $\mathcal{O}_{T}(x)$ converges to $x_{0}$,
(A2) $\quad d\left(T^{n} x, x_{0}\right) \preceq \frac{\|a\|^{2 n}}{1-\|a\|}\left\|d(x, T x)^{\frac{1}{2}}\right\|^{2} 1_{\mathbb{A}}$
(A3) $x_{0}$ is a fixed point of $T$ if and only if the map

$$
G(x)=d(x, T x)
$$

is $T$-orbitally lower semicontinuous at $x_{0}$ with respect to $\mathbb{A}$.

Proof.
If $\mathbb{A}=\left\{0_{\mathbb{A}}\right\}$ then there is nothing to prove. We, therefore, assume that $\mathbb{A}$ is a nontrivial $C^{*}$-algebra.
(A1):
Since the above contractive condition holds for each element of $\mathcal{O}_{T}(x)$ and $\|a\|<1$, it follows that:

$$
\begin{aligned}
d\left(T^{2} x, T^{3} x\right) & =d\left(T(T x), T^{2}(T x)\right) \\
& \preceq a^{*} d(T x, T(T x)) a \\
& =a^{*} d\left(T x, T^{2} x\right) a \\
& \preceq a^{*} a^{*} d(x, T x) a a \\
& =\left(a^{*}\right)^{2} d(x, T x) a^{2}
\end{aligned}
$$

Continuing in this way, one can show that

$$
\begin{equation*}
d\left(T^{n} x, T^{n+1} x\right) \leq\left(a^{*}\right)^{n} d(x, T x) a^{n} . \tag{3.8}
\end{equation*}
$$

Let $\left\{T^{n} x\right\}$ be a sequence in $\mathcal{O}_{T}(x)$.
Then for $m<n$, we have from the triangle inequality and (3.8) that

$$
\begin{aligned}
& d\left(T^{n+1} x, T^{m} x\right) \\
& \quad \preceq d\left(T^{m} x, T^{m+1} x\right)+d\left(T^{m+1} x, T^{m+2} x\right)+\cdots+d\left(T^{n} x, T^{n+1} x\right) \\
& \quad \preceq\left(a^{*}\right)^{m} d(x, T x) a^{m}+\left(a^{*}\right)^{m+1} d(x, T x) a^{m+1}+\cdots+\left(a^{*}\right)^{n} d(x, T x) a^{n} \\
& \quad=\sum_{k=m}^{n}\left(a^{*}\right)^{k} d(x, T x) a^{k}
\end{aligned}
$$

Therefore, it follows from (3.7) of Lemma 3.1.12) that as $m \longrightarrow \infty$, we have

$$
d\left(T^{n+1} x, T^{m} x\right) \longrightarrow 0_{\mathbb{A}}
$$

This shows that $\left\{T^{n} x\right\}$ is a Cauchy sequence in $\mathcal{O}_{T}(x) \subset X$ with respect to $\mathbb{A}$. Since $(X, \mathbb{A}, d)$ is complete, there exists some $x_{0} \in X$ such that

$$
T^{n} x \longrightarrow x_{0}
$$

with respect to $\mathbb{A}$. This completes the proof of (A1).

## (A2):

It follows again from the triangle inequality and (3.11) that

$$
\begin{aligned}
& d\left(T^{n} x, T^{n+m} x\right) \\
& \quad \preceq \quad d\left(T^{n} x, T^{n+1} x\right)+d\left(T^{n+1} x, T^{n+2} x\right)+\cdots+d\left(T^{n+m-1} x, T^{n+m} x\right) \\
& \preceq \quad\left(a^{*}\right)^{n} d(x, T x) a^{n}+\left(a^{*}\right)^{n+1} d(x, T x) a^{n+1}+\cdots \\
& \\
& \quad \cdots+\left(a^{*}\right)^{n+m-1} d(x, T x) a^{n+m-1} \\
& =\sum_{k=n}^{n+m-1}\left(a^{*}\right)^{k} d(x, T x) a^{k} \\
& \quad \preceq \quad\left\|(d(x, T x))^{1 / 2}\right\|^{2} \frac{\|a\|^{2 n}}{1-\|a\|} 1_{\mathbb{A}}
\end{aligned}
$$

The last inequality follows from (3.6) of Lemma 3.1.12).
Now as $m \longrightarrow \infty$, we get (A2).

## (A3):

To prove (A3), if

$$
T x_{0}=x_{0}
$$

and $x_{n}$ is a sequence in $\mathcal{O}_{T}(x)$ with $x_{n} \longrightarrow x_{0}$ with respect to $\mathbb{A}$, then

$$
\begin{aligned}
\left\|G\left(x_{0}\right)\right\| & =\left\|d\left(T x_{0}, x_{0}\right)\right\| \\
& =0 \\
& \leq \liminf G\left(x_{n}\right) .
\end{aligned}
$$

Conversely, if $G$ is $T$-orbitally lower-semi-continuous at $x_{0}$ then

$$
\begin{aligned}
\left\|G\left(x_{0}\right)\right\| & =\left\|d\left(x_{0}, T x_{0}\right) \leq \liminf \right\| G\left(T^{n} x\right) \| \\
& =\liminf \left\|d\left(T^{n} x, T^{n+1} x\right)\right\| \\
& \leq \liminf \|a\|^{2 n}\|d(x, T x)\| \\
& =0 .
\end{aligned}
$$

This implies that

$$
d\left(x_{0}, T x_{0}\right)=0_{\mathbb{A}} .
$$

Thus $T$ has a fixed point.

## Remark 3.1.14.

Note that:

1. By taking $\mathbb{A}=\mathbb{R}$, we see that the main result of [48] follows immediately from Theorem 3.1.19.
2. Theorem 2.5.22 is a special case of Theorem 3.1.19 except for the uniqueness of fixed point of the mapping involved.

Following examples show that our result properly generalizes Theorem 2.5.22.
Example 3.1.15. Let $X=[-1,1]$ and $\mathbb{A}=\mathbb{R}$ with the usual metric. Let the map $T: X \rightarrow X$ be defined by

$$
T(x)= \begin{cases}\frac{x}{4} & \text { if } x \geq 0 \\ 1 & \text { if } x<0\end{cases}
$$

Then for all $x \geq 0$ and $a=\frac{1}{2}$

$$
d\left(T x, T^{2} x\right) \leq a^{*} d(x, T x) a
$$

and for all $x<0$,

$$
d\left(T x, T^{2} x\right) \leq a^{*} d(x, T x) a,
$$

where $a$ is such that $\|a\|<1$.
Define $f: X \rightarrow \mathbb{A}$ by

$$
f(x)=d(x, T x) .
$$

Now

$$
\liminf _{x \rightarrow 0} f(x)=f(0)=0
$$

so $f$ is $T$-orbitally lower semi continuous at zero. Therefore all conditions of our result are satisfied and 0 is a fixed point of $T$.

Note that in this example the $C^{*}$-algebra $\mathbb{A}$ is the set of real numbers $\mathbb{R}$ and therefore the $C^{*}$-valued metric becomes the trivial real-valued metric on $X$. The main theorem of [62] is not applicable, since $T$ is not continuous at zero.

For the non-trivial $C^{*}$-valued metric, we give the following simple example.

## Example 3.1.16.

Take $X=[-1,1]$ and $\mathbb{A}=\mathbb{R}^{2}$ with the $C^{*}$-valued metric $d$ defined by

$$
d(x, y)=(|x-y|, 0) .
$$

Define $T: X \rightarrow X$ by

$$
T(x)= \begin{cases}\frac{x}{2} & \text { if } x \geq 0 \\ 1 & \text { if } x<0\end{cases}
$$

$T$ is not continuous at 0 . Then for $0<x<1$ we have

$$
\begin{aligned}
d\left(T x, T^{2} x\right) & =d\left(\frac{x}{2}, \frac{x}{4}\right) \\
& =\left(\left|\frac{x}{4}\right|, 0\right) \\
& =\left(\frac{1}{\sqrt{2}}, 0\right)\left(\frac{x}{2}, 0\right)\left(\frac{1}{\sqrt{2}}, 0\right) \\
& =a^{*} d(x, T x) a
\end{aligned}
$$

where $a=\left(\frac{1}{\sqrt{2}}, 0\right)$ and $\|a\|<1$. Hence $T$ is contractive type mapping on $X$. If $x_{n}$ is any sequence in $\mathcal{O}_{T}(x)$, then

$$
x_{n} \rightarrow 0 \text { with respect to } \mathbb{A},
$$

Now the function $f: X \rightarrow \mathbb{A}$ defined by

$$
f(x)=d(x, T x)=\left(\left|\frac{x}{2}\right|, 0\right)
$$

is $T$-orbitally lower semi continuous at zero. Therefore all conditions of our result are satisfied and 0 is a fixed point of $T$.

## Example 3.1.17.

Consider the $C^{*}$-algebra $\mathbb{A}=\mathbb{R}^{2}$ with component-wise multiplication in $\mathbb{R}^{2}$ and let the $C^{*}$-valued metric $d: X \times X \rightarrow \mathbb{A}$ be as given in the above example and the ordering $\preceq$ be as given by (3.3) of Example 3.1.2. Let $X=[-1,1]$ and define $T: X \rightarrow X$ by

$$
T(x)= \begin{cases}\frac{x^{2}}{4} & \text { if } x \geq 0 \\ 1 & \text { if } x<0\end{cases}
$$

Taking $x \in X$ such that $0<x<1$ we have

$$
O_{T}(x)=\left\{x, \frac{x^{2}}{4}, \frac{x^{4}}{4^{3}}, \ldots\right\} .
$$

Further for any $y \in \mathcal{O}_{T}(x)$, it follows that

$$
\begin{aligned}
d\left(T y, T^{2} y\right) & =d\left(\frac{y^{2}}{4}, \frac{y^{4}}{64}\right) \\
& =\frac{1}{4}\left(\frac{16 y^{2}-y^{4}}{16}, 0\right) \\
& \preceq\left(\frac{1}{2}, 0\right)\left(y-\frac{y^{2}}{4}, 0\right)\left(\frac{1}{2}, 0\right) \\
& =a^{*} d(y, T y) a
\end{aligned}
$$

where $a=\left(\frac{1}{2}, 0\right)$ and hence $T$ is contractive type mapping on $X$. Observe that any sequence $\left\{x_{n}\right\}$ in $\mathcal{O}_{T}(x)$ converges to 0 .

Moreover, the function $G: X \rightarrow \mathbb{A}$ defined by

$$
G(x)=d(x, T x)
$$

is $T$-orbitally lower semi continuous at 0 . Therefore, all conditions of Theorem 3.1.19 are satisfied and 0 is the fixed point of $T$. Note that Theorem 2.5.22 is not applicable here, since $T$ is not continuous at 0 with respect to $\mathbb{A}$.

## Example 3.1.18.

Take $X=[-1,1] \times[-1,1]$ and $\mathbb{A}=\mathbb{R}^{2}$ with component-wise multiplication in $\mathbb{R}^{2}$. Define the metric $d: X \times X \rightarrow \mathbb{R}^{2}$ by

$$
d(x, y)=\left(\left|x_{1}-y_{1}\right|,\left|x_{2}-y_{2}\right|\right),
$$

for all $x, y \in X$ with $x=\left(x_{1}, x_{2}\right)$ and $y=\left(y_{1}, y_{2}\right)$.
Let the partial ordering $\preceq$ on the elements of $\mathbb{A}$ be as given in (3.3).
Define $T: X \rightarrow X$ by

$$
T x=T\left(x_{1}, x_{2}\right)= \begin{cases}\left(\frac{x_{1}}{2}, \frac{x_{2}}{2}\right) & \text { if } x_{1}, x_{2} \geq 0 \\ (1,0) & \text { otherwise }\end{cases}
$$

Clearly $T$ is not continuous at $(0,0) \in X$.
Taking $x=\left(x_{1}, x_{2}\right) \in X$ such that $0<x_{1}, x_{2}<1$, we have

$$
\mathcal{O}_{T}\left(\left(x_{1}, x_{2}\right)\right)=\left\{\left(x_{1}, x_{2}\right),\left(\frac{x_{1}}{2}, \frac{x_{2}}{2}\right),\left(\frac{x_{1}}{4}, \frac{x_{2}}{4}\right), \ldots\right\} .
$$

Choose an arbitrary element $y=\left(y_{1}, y_{2}\right) \in \mathcal{O}_{T}(x)$.
We have

$$
\begin{aligned}
d\left(T y, T^{2} y\right) & =d\left(\left(\frac{y_{1}}{2}, \frac{y_{2}}{2}\right),\left(\frac{y_{1}}{4}, \frac{y_{2}}{4}\right)\right) \\
& =\left(\frac{y_{1}}{4}, \frac{y_{2}}{4}\right) \\
& =\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)\left(\frac{y_{1}}{2}, \frac{y_{2}}{2}\right)\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) \\
& =a^{*} d(y, T y) a
\end{aligned}
$$

where $a=\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)$.
It follows that $T$ is contractive type mapping.

Now if $x_{n}$ is any sequence in $\mathcal{O}_{T}(x)$, then

$$
x_{n} \rightarrow(0,0),
$$

and $f: X \rightarrow \mathbb{A}$ defined by $f(x)=d(x, T x)$ is $T$-orbitally lower semi continuous at $(0,0)$, and $(0,0)$ is the fixed point of $T$.

Our next result is essentially extracted from the proof of Theorem 2.5.26 of [62].
Theorem 3.1.19. Let $(X, \mathbb{A}, d)$ be a complete $C^{*}$-algebra valued metric space and $T: X \rightarrow X$ be a mapping which satisfies for all $y \in \mathcal{O}_{T}(x)$

$$
\begin{equation*}
d\left(T y, T^{2} y\right) \preceq a d\left(y, T^{2} y\right) \tag{3.9}
\end{equation*}
$$

with $\|a\| \leq \frac{1}{2}$ and $a \in \mathbb{A}_{+}^{\prime}$, where

$$
\mathbb{A}_{+}^{\prime}=\left\{a \in \mathbb{A}_{+} \mid a b=b a \text { for all } b \in \mathbb{A}_{+}\right\} .
$$

Then
(A1) $\exists x_{0} \in X$ such that the sequence $T^{n} x$ converges to $x_{0}$,
(A2) $\quad d\left(T^{n} x, x_{0}\right) \preceq \frac{\|h\|^{n}}{1-\|h\|}\|d(x, T x)\| 1_{\mathbb{A}}$ where $a\left(1_{\mathbb{A}}-a^{-1}\right)=h$.
(A3) $\quad x_{0}$ is a fixed point of $T$ if and only if $G(x)=d(x, T x)$ is $T$-orbitally lower semi continuous at $x_{0}$ with respect to $\mathbb{A}$.

Proof.
If $\mathbb{A}=\left\{0_{\mathbb{A}}\right\}$ then there is nothing to prove. Assume that $\mathbb{A} \neq\left\{0_{\mathbb{A}}\right\}$.
(A1)
Let $x \in X$ and consider the orbit $\mathcal{O}_{T}(x)$. Since Condition (3.9) holds for each element of $\mathcal{O}_{T}(x)$ and $\|a\|<1$, it follows that:

$$
\begin{aligned}
d\left(T^{n+1} x, T^{n} x\right) & =d\left(T^{n+1} x, T\left(T^{n-1} x\right)\right) \\
& \preceq a d\left(T^{n+1} x, T^{n-1} x\right) \\
& \preceq a\left[d\left(T^{n+1} x, T^{n} x\right)+d\left(T^{n} x, T^{n-1} x\right)\right] \\
& =a d\left(T^{n+1} x, T^{n} x\right)+a d\left(T^{n} x, T^{n-1} x\right) .
\end{aligned}
$$

Thus

$$
d\left(T^{n+1} x, T^{n} x\right)-a d\left(T^{n+1} x, T^{n} x\right) \preceq a d\left(T^{n} x, T^{n-1} x\right) .
$$

Which implies that

$$
\left(1_{\mathbb{A}}-a\right) d\left(T^{n+1} x, T^{n} x\right) \preceq a d\left(T^{n} x, T^{n-1} x\right)
$$

Since $a \in \mathbb{A}_{+}^{\prime}$ with $\|a\|<\frac{1}{2}$. By Lemma 2.5.25 we have

$$
\left(1_{\mathbb{A}}-a\right)^{-1} \in \mathbb{A}_{+}^{\prime}
$$

and also

$$
a\left(1_{\mathbb{A}}-a\right)^{-1} \in \mathbb{A}_{+}^{\prime} \text { with }\left\|a\left(1_{\mathbb{A}}-a\right)^{-1}\right\|<1 .
$$

Therefore,

$$
\begin{equation*}
d\left(T^{n+1} x, T^{n} x\right) \preceq a\left(1_{\mathbb{A}}-a\right)^{-1} d\left(T^{n} x, T^{n-1} x\right) . \tag{3.10}
\end{equation*}
$$

Rewriting the above inequality with $a\left(1_{\mathbb{A}}-a\right)^{-1}=h$ as

$$
\begin{equation*}
d\left(T^{n+1} x, T^{n} x\right) \preceq h d\left(T^{n} x, T^{n-1} x\right) . \tag{3.11}
\end{equation*}
$$

Writing $d(x, T x)=p$ and let $\left\{T^{n} x\right\}$ be a sequence in $\mathcal{O}_{T}(x)$. Then from the triangle inequality and (3.11), for $m<n$ we have

$$
\begin{aligned}
& d\left(T^{n+1} x\right.\left., T^{m} x\right) \\
& \preceq d\left(T^{n+1} x, T^{n} x\right)+d\left(T^{n} x, T^{n-1} x\right)+\cdots+d\left(T^{m+1} x, T^{m} x\right) \\
& \preceq\left(h^{n}+h^{n-1}+\cdots+h^{m}\right) d(T x, x) \\
& \quad=\sum_{k=m}^{n} h^{k} d(x, T x) \\
& \quad=\sum_{k=m}^{n} h^{k / 2} h^{k / 2} p^{1 / 2} p^{1 / 2} \\
& \quad=\sum_{k=m}^{n}\left(h^{k / 2} p^{1 / 2}\right)^{*}\left(h^{k / 2} p^{1 / 2}\right) \\
& \quad=\sum_{k=m}^{n}\left|h^{k / 2} p^{1 / 2}\right|^{2} \\
& \preceq\left\|\sum_{k=m}^{n}\left|h^{k / 2} p^{1 / 2}\right|^{2}\right\| 1_{\mathbb{A}}
\end{aligned}
$$

which yields to

$$
\begin{aligned}
d\left(T^{n+1} x, T^{m} x\right) & \preceq \sum_{k=m}^{n}\left\|h^{k / 2}\right\|^{2}\left\|p^{1 / 2}\right\|^{2} 1_{\mathbb{A}} \\
& \preceq\left\|p^{1 / 2}\right\|^{2} \sum_{k=m}^{n}\left\|h^{k / 2}\right\|^{2} 1_{\mathbb{A}} \\
& \preceq\left\|p^{1 / 2}\right\|^{2} \frac{\|h\|^{m}}{1-\|h\|} 1_{\mathbb{A}} \\
& \longrightarrow 0_{\mathbb{A}} \text { as } m \longrightarrow \infty .
\end{aligned}
$$

This shows that $\left\{T^{n} x\right\}$ is a Cauchy sequence in $\mathcal{O}_{T}(x) \subset X$ with respect to $\mathbb{A}$. Since $(X, \mathbb{A}, d)$ is a complete $C^{*}$-algebra valued metric space, there exists $x_{0} \in X$ such that $T^{n} x \longrightarrow x_{0}$. This completes the proof of (A1).

To prove (A2) we proceed as follows:

## (A2):

It follows again from the triangle inequality and Condition (3.11) that:

$$
\begin{aligned}
d\left(T^{n} x, T^{n+m} x\right) \preceq & d\left(T^{n} x, T^{n+1} x\right)+d\left(T^{n+1} x, T^{n+2} x\right) \\
& +\cdots+d\left(T^{n+m-1} x, T^{n+m} x\right) \\
\preceq & (h)^{n} d(x, T x)+(h)^{n+1} d(x, T x) \\
& +\cdots+(h)^{n+m-1} d(x, T x) \\
= & \sum_{k=n}^{n+m-1}(h)^{k} d(x, T x) \\
\preceq & \frac{\|h\|^{n}}{1-\|h\|} d(x, T x) 1_{\mathbb{A}}
\end{aligned}
$$

letting $m \longrightarrow \infty$, we get from (A1) that

$$
T^{n+m} x \longrightarrow x_{0}
$$

and hence

$$
d\left(T^{n} x, x_{0}\right) \preceq \frac{\|h\|^{n}}{1-\|h\|}\|d(x, T x)\| 1_{\mathbb{A}}
$$

This proves (A2).
(A3):
To prove (A3), if $T x_{0}=x_{0}$ and $\left\{x_{n}\right\}$ is a sequence in $\mathcal{O}_{T}(x)$ such that

$$
x_{n} \longrightarrow x_{0} \text { with respect to } \mathbb{A},
$$

then

$$
\begin{aligned}
\mid G\left(x_{0}\right) \| & =\left\|d\left(T x_{0}, x_{0}\right)\right\| \\
& =0 \\
& \leq \liminf \left\|G\left(x_{n}\right)\right\| .
\end{aligned}
$$

Conversely, if $G$ is $T$-orbitally lower semi continuous at $x_{0}$ then

$$
\begin{aligned}
\left\|G\left(x_{0}\right)\right\| & =\left\|d\left(x_{0}, T x_{0}\right)\right\| \leq \liminf \left\|G\left(T^{n} x\right)\right\| \\
& =\liminf \left\|d\left(T^{n} x, T^{n+1} x\right)\right\| \\
& \leq \liminf \|h\|^{n}\|d(x, T x)\| \\
& =0_{\mathbb{A}} .
\end{aligned}
$$

This implies that

$$
d\left(x_{0}, T x_{0}\right)=0_{\mathbb{A}},
$$

i.e., $x_{0}=T x_{0}$.

Hence $T$ has a fixed point.

### 3.2 Application

In this section we provide the existence result for an integral equation as an application of $C^{*}$-valued contractive type mappings on complete $C^{*}$-valued metric spaces.

Let $E$ be a Lebesgue measurable set, $X=L^{\infty}(E)$, and $H=L^{2}(E)$.
We denote the set of all bounded linear operators on Hilbert space $H$ by $L(H)$. With the usual operator norm, $L(H)$ is a $C^{*}$-algebra.

For $S, T \in X$, define $d: X \times X \rightarrow L(H)$ by

$$
d(T, S)=\pi_{|T-S|},
$$

where

$$
\pi_{h}: H \rightarrow H
$$

is the multiplication operator given by

$$
\pi_{h}(\phi)=h \cdot \phi
$$

for $\phi \in H$.
Then $(X, L(H), d)$ is a complete $C^{*}$-valued metric space [62].
Example 3.2.1. Let $E, X, H$, and the metric $d$ be as above. Suppose that

1. $K: E \times E \times \mathbb{R} \rightarrow \mathbb{R}$, and
let $T$ be a self mapping on $X$,
2. there exists a continuous function $\phi: E \times E \rightarrow \mathbb{R}$ and $\alpha \in(0,1)$ such that for every $x \in X, y \in \mathcal{O}_{T}(x)$, and $t, s \in E$, we have

$$
\begin{equation*}
|K(t, s, x(s))-K(t, s, y(s))| \leq \alpha|\phi(t, s)(x(s)-y(s))| . \tag{3.12}
\end{equation*}
$$

3. $\sup _{t \in E} \int_{E}|\phi(t, s)| d s \leq 1$.

Then the integral equation

$$
x(t)=\int_{E} K(t, s, x(s)) d s, \quad t \in E
$$

has a solution.

Proof.

Here $(X, L(H), d)$ is a complete $C^{*}$-valued metric space with respect to $L(H)$.
Let $T: X \rightarrow X$ be

$$
T x(t)=\int_{E} K(t, s, x(s)) d s, \quad t \in E
$$

Let $T x=y$, then

$$
\begin{aligned}
\left\|d\left(T x, T^{2} x\right)\right\| & =\|d(T x, T y)\| \\
& =\left\|\pi_{|T x-T y|}\right\| \\
& =\sup _{\|h\|=1}\left\langle\pi_{|T x-T y|} h, h\right\rangle, \quad \text { for any } h \in H \\
& =\sup _{\|h\|=1} \int_{E}\left[\left|\int_{E}(K(t, s, x(s))-K(t, s, y(s))) d s\right|\right] h(t) \overline{h(t)} d t \\
& \leq \sup _{\|h\|=1} \int_{E}\left[\left|\int_{E}(K(t, s, x(s))-K(t, s, y(s))) d s\right|\right]|h(t)|^{2} d t \\
& \leq \sup _{\|h\|=1} \int_{E}\left[\int_{E}|k \phi(t, s)(x(s)-y(s))| d s\right]|h(t)|^{2} d t \\
& \leq k \sup _{\|h\|=1} \int_{E}\left[\int_{E}|\phi(t, s)| d s\right]|h(t)|^{2} d t \cdot\|x-y\|_{\infty} \\
& \leq k \sup _{t \in E} \int_{E}|\phi(t, s)| d s \cdot \sup _{\|h\|=1} \int_{E}|h(t)|^{2} d t \cdot\|x-y\|_{\infty} \\
& \leq k\|x-y\|_{\infty} \\
& =\|a\|\|d(x, y)\|=\|a\|\|d(x, T x)\|
\end{aligned}
$$

setting $a=k I$, we have $a \in L(H)_{+}$and $\|a\|=k$. Thus all the conditions of Theorem 3.1.19 holds and hence the conclusion.

### 3.3 Caristi type $C^{*}$-valued Contractions

In this section we present the extension of Caristi's fixed point theorem for mappings defined on $C^{*}$-algebra valued metric spaces. We prove the existence of fixed point using the concept of minimal element in $C^{*}$-algebra valued metric space by introducing the notion of partial order on $X$. Taking advantage offered by this
framework, we extend the Caristi's fixed point theorem in context of $C^{*}$-algebra valued metric space.

We begin this section by introducing the notion of lower semi continuity in the context of $C^{*}$-algebra valued metric spaces.

## Definition 3.3.1.

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-algebra valued metric space. A mapping $\phi: X \rightarrow \mathbb{A}$ is said to be lower semi continuous at $x_{0}$ with respect to $\mathbb{A}$ if

$$
\left\|\phi\left(x_{0}\right)\right\| \leq \lim _{x \rightarrow x_{0}} \inf \|\phi(x)\|
$$

## Example 3.3.2.

Let $X=[-1,1]$ and $\mathbb{A}=\mathbb{R}^{2}$ be the $C^{*}$-algebra with $\left\|\left(a_{1}, a_{2}\right)\right\|=\sqrt{\left|a_{1}\right|^{2}+\left|a_{2}\right|^{2}}$. Define an order $\preceq$ on $\mathbb{A}$ as follows:

$$
\left(x_{1}, y_{1}\right) \preceq\left(x_{2}, y_{2}\right) \Leftrightarrow x_{1} \leq x_{2} \text { and } y_{1} \leq y_{2} .
$$

where " $\leq$ " is the usual order on the elements of $\mathbb{R}$. It is easy to see that $\preceq$ is a partial order on $\mathbb{A}_{+}$. Consider $d: X \times X \rightarrow \mathbb{A}$ defined by

$$
d(x, y)=(|x-y|, 0),
$$

then clearly $(X, \mathbb{A}, d)$ is a $C^{*}$-algebra valued metric space. Define a map

$$
\phi: X \rightarrow \mathbb{A}, \quad \phi(x)= \begin{cases}\left(\frac{x}{2}, 0\right) & \text { if } x \geq 0 \\ (1,0) & \text { otherwise }\end{cases}
$$

Then it is easy to see that $\phi$ is lower semi continuous at $x_{0}=0$.

It is straightforward to prove the following lemma:

## Lemma 3.3.3.

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-algebra valued metric space and let $\phi: X \rightarrow \mathbb{A}_{+}$be a map. Define the order $\preceq_{\phi}$ on $X$ by

$$
\begin{equation*}
x \preceq_{\phi} y \Longleftrightarrow d(x, y) \preceq \phi(y)-\phi(x) \text { for any } x, y \in X . \tag{3.13}
\end{equation*}
$$

Then $\preceq_{\phi}$ is a partial order on $X$.

## Theorem 3.3.4.

Let $(X, \mathbb{A}, d)$ be a complete $C^{*}$-algebra valued metric space and $\phi: X \rightarrow \mathbb{A}_{+}$be a lower semi-continuous map. Then $\left(X, \preceq_{\phi}\right)$ has a minimal element, where $\preceq_{\phi}$ is defined by (3.13).

As a consequence of the above theorem we have the following fixed-point result.

## Theorem 3.3.5.

Let $(X, \mathbb{A}, d)$ be a complete $C^{*}$-algebra valued metric space and $\phi: X \rightarrow \mathbb{A}_{+}$be a lower semi continuous map. Let $T: X \rightarrow X$ be such that for all $x \in X$

$$
\begin{equation*}
d(x, T x) \preceq \phi(x)-\phi(T x) . \tag{3.14}
\end{equation*}
$$

Then $T$ has at least one fixed point.

## Example 3.3.6.

Let $X=[0,1]$ and $\mathbb{A}=\mathbb{R}^{2}$ be a $C^{*}$-algebra with the partial order as given in Example 3.3.2. Define $d: X \times X \rightarrow \mathbb{A}$ by

$$
d(x, y)=(|x-y|, 0) .
$$

Let the continuous map $\phi: X \rightarrow \mathbb{A}_{+}$be

$$
\phi(x)=(x, 0),
$$

and $T: X \rightarrow X$ be given by the formula

$$
T(x)=x^{2} .
$$

Then it is easy to see that all the conditions of Theorem 3.3.5 are satisfied and $T$ has a fixed point.

Note that contractive theorem stated in [62] is not applicable here, since contractive condition (2.6) does not hold.

## Chapter 4

## $C^{*}$-valued $b$-Metric Spaces

In this chapter we introduce the notion of $C^{*}$-valued $b$-metric space to generalize the notion of $C^{*}$-valued metric space. We then extend the work of Ma. et. al. [62] in this new setting. Our results not only generalize the fixed point theorem by Ma. et. al. [62] but also the fixed point theorems by Czerwick [27]. We have also applied our result to establish a solution of an integral equation in this new setting.

## 4.1 $\quad C^{*}$-valued $b$-Metric Spaces

Motivated by Definition 2.3.1, we extend the notion of $b$-metric space in the setting of $C^{*}$-algebras as follows.

Definition 4.1.1. ( $C^{*}$-valued $b$-Metric Space)
Let $X$ be a non empty set and $\mathbb{A}$ be a unital $C^{*}$-algebra. Let $b \in \mathbb{A}$ be such that $\|b\| \geq 1$. A $C^{*}$-valued $b$-metric on $X$ is a mapping $d_{b}: X \times X \rightarrow \mathbb{A}$ satisfying the following conditions:

BM1: $d_{b}(x, y) \succeq 0_{\mathbb{A}}$ for all $x, y \in X$ and $d_{b}(x, y)=0_{\mathbb{A}} \Leftrightarrow x=y ;$
BM2: $d_{b}(x, y)=d_{b}(y, x) \forall x, y \in X \quad$ (symmetry);
BM3: $d_{b}(x, z) \preceq b\left[d_{b}(x, y)+d_{b}(y, z)\right] \forall x, y, z \in X . \quad$ (triangle inequality).

The triplet $\left(X, \mathbb{A}, d_{b}\right)$ is called a $C^{*}$-valued $b$-metric space with the coefficient $b$.

## Remark 4.1.2.

Note that:

1. If we take $\mathbb{A}=\mathbb{R}$, the new notion of $C^{*}$-valued $b$-metric space becomes equivalent to Definition 2.3.1 of the real $b$-metric space.
2. If we take $b=1_{\mathbb{A}}$ in Definition 4.1.1, then $d_{b}$ becomes the usual $C^{*}$-valuedmetric as defined in [62].

Thus the class of $C^{*}$-valued $b$-metric spaces is effectively larger than that of the ordinary $C^{*}$-valued metric spaces. That is, every $C^{*}$-valued metric space is a $b$ metric space, but the converse need not be true. This is illustrated in the following example.

## Example 4.1.3.

Let $X=\ell_{p}$, the set of sequences $\left\{x_{n}\right\}$ in $\mathbb{R}$ such that

$$
\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}<\infty \text { and } 0<p<1
$$

Let $\mathbb{A}=M_{2}(\mathbb{R})$. For $x=x_{n}, y=y_{n} \in \ell_{p}$, define $d_{b}: X \times X \rightarrow \mathbb{A}$ as

$$
d_{b}(x, y)=\left(\begin{array}{cc}
\left(\sum_{n=1}^{\infty}\left|x_{n}-y_{n}\right|^{p}\right)^{\frac{1}{p}} & 0 \\
0 & \left(\sum_{n=1}^{\infty}\left|x_{n}-y_{n}\right|^{p}\right)^{\frac{1}{p}}
\end{array}\right)
$$

Then it is easy to see that $d$ is $C^{*}$-valued $b$-metric space with coefficient

$$
b=\left(\begin{array}{cc}
2^{\frac{1}{p}} & 0 \\
0 & 2^{\frac{1}{p}}
\end{array}\right) \text { with }\|b\|=\sqrt{2} 2^{\frac{1}{p}} .
$$

The claim follows from the following observation in [28]

$$
\left(\sum_{n=1}^{\infty}\left|x_{n}-z_{n}\right|^{p}\right)^{\frac{1}{p}} \leq 2^{\frac{1}{p}}\left[\left(\sum_{n=1}^{\infty}\left|x_{n}-y_{n}\right|^{p}\right)^{\frac{1}{p}}+\left(\sum_{n=1}^{\infty}\left|y_{n}-z_{n}\right|^{p}\right)^{\frac{1}{p}}\right]
$$

Note that, here $\left(X, \mathbb{A}, d_{b}\right)$ is not a usual $C^{*}$-valued metric space.

Given a $C^{*}$-valued $b$-metric space $\left(X, \mathbb{A}, d_{b}\right)$, then the following are natural deductions from the corresponding notions in $C^{*}$-valued metric spaces.

1. A sequence $\left\{x_{n}\right\}$ in $X$ is said to be convergent, with respect to $\mathbb{A}$, to a point $x \in X$, if and only if for any $\epsilon>0$ there exists $N \in \mathbb{N}$ such that

$$
\left\|d_{b}\left(x_{n}, x\right)\right\|<\epsilon \text { for all } n>N .
$$

We write it as $\lim _{n \rightarrow \infty} x_{n}=x$.
2. If for any $\epsilon>0$ there exists $N \in \mathbb{N}$ such that $\left\|d_{b}\left(x_{n}, x_{m}\right)\right\|<\epsilon$ for all $n, m>N$, then the sequence $\left\{x_{n}\right\}$ is called a Cauchy sequence with respect to $\mathbb{A}$.
3. The triplet $\left(X, \mathbb{A}, d_{b}\right)$ is said to be a complete $C^{*}$-valued $b$-metric space if every Cauchy sequence with respect to $\mathbb{A}$ is convergent.

### 4.2 Fixed Point Theorems for $C^{*}$-valued $b$ - Metric Spaces

We begin this section by extending the $C^{*}$-contraction condition in the context of $C^{*}$-valued $b$-metric space.

## Definition 4.2.1. (Contraction)

Let $\left(X, \mathbb{A}, d_{b}\right)$ be a $C^{*}$-valued $b$-metric space. A mapping $T: X \rightarrow X$ is said to be a contraction if there exists an $a \in \mathbb{A}$ such that

$$
\begin{equation*}
d_{b}(T x, T y) \preceq a^{*} d_{b}(x, y) a \text { with }\|a\|<1 \text { for every } x, y \in X . \tag{4.1}
\end{equation*}
$$

## Example 4.2.2.

Let $X=[0, \infty), \mathbb{A}=\mathbb{R}^{2}$ with partial order $\preceq$ on $\mathbb{A}$ given by

$$
\left(x_{1}, y_{1}\right) \preceq\left(x_{2}, y_{2}\right) \Leftrightarrow x_{1} \leq x_{2} \text { and } y_{1} \leq y_{2} .
$$

Define $d_{b}: X \times X \rightarrow \mathbb{A}$ as

$$
d_{b}(x, y)=\left((x-y)^{2}, 0\right),
$$

then $d_{b}$ is $C^{*}$-valued $b$-metric with coefficient $(2,0)$ and $\left(X, \mathbb{A}, d_{b}\right)$ is a $C^{*}$-valued $b$-metric space. Define $T: X \rightarrow X$ by

$$
T x=\frac{x}{3}+5,
$$

then it is easy to see that $T$ is a contraction with $a=\left(\frac{1}{3}, 0\right)$. In fact, we have

$$
\begin{aligned}
d_{b}(T x, T y) & =\left((T x-T y)^{2}, 0\right) \\
& =\left(\left(\frac{x}{3}-\frac{y}{3}\right)^{2}, 0\right) \\
& =\left(\frac{1}{3}, 0\right) d_{b}(x, y)\left(\frac{1}{3}, 0\right) .
\end{aligned}
$$

we are now in position to extend Theorem (Ma et al) in case of $C^{*}$-valued $b$-metric space.

## Theorem 4.2.3.

Let $\left(X, \mathbb{A}, d_{b}\right)$ be a complete $C^{*}$-valued $b$-metric space with coefficient $b$. Let $T$ :
$X \rightarrow X$ be a contraction with the contraction constant $a$, such that $\|b\|\|a\|^{2}<1$. Then $T$ has a unique fixed point in $X$.

Proof.
If $\mathbb{A}=\left\{0_{\mathbb{A}}\right\}$ then there is nothing to prove. Assume that $\mathbb{A} \neq\left\{0_{\mathbb{A}}\right\}$.
Choose $x_{0} \in X$ and define the sequence $\left\{x_{n}\right\}$ inductively by the iterative scheme as

$$
x_{n+1}=T x_{n} .
$$

Then it follows that

$$
x_{n}=T^{n} x_{0}
$$

for $n=0,1,2, \ldots$.

Since $T$ is a contraction, it follows from (4.1) that

$$
\begin{aligned}
d_{b}\left(x_{n}, x_{n+1}\right) & =d_{b}\left(T x_{n-1}, T x_{n}\right) \\
& \preceq a^{*} d_{b}\left(x_{n-1}, x_{n}\right) a \\
& =a^{*} d_{b}\left(T x_{n-2}, T x_{n-1}\right) a \\
& \preceq\left(a^{*}\right)^{2} d_{b}\left(x_{n-2}, x_{n-1}\right) a^{2} \\
& \preceq\left(a^{*}\right)^{3} d_{b}\left(x_{n-3}, x_{n-2}\right) a^{3} \preceq\left(a^{*}\right)^{n} d_{b}\left(x_{0}, x_{1}\right) a^{n}=\left(a^{*}\right)^{n} D a^{n}
\end{aligned}
$$

where $D=d_{b}\left(x_{0}, x_{1}\right)$.
Now suppose that $m>n$, then by the triangle inequality for $b$-metric, we have

$$
\begin{aligned}
d_{b}\left(x_{n}, x_{m}\right) & \preceq b d_{b}\left(x_{n}, x_{n+1}\right)+b^{2} d_{b}\left(x_{n+1}, x_{n+2}\right)+\cdots+b^{m-n-1} d_{b}\left(x_{m-2}, x_{m-1}\right) \\
& +b^{m-n-1} d_{b}\left(x_{m-1}, x_{m}\right) \\
& \preceq b\left(a^{*}\right)^{n} D a^{n}+b^{2}\left(a^{*}\right)^{n+1} D a^{n+1}+\cdots+b^{m-n-1}\left(a^{*}\right)^{m-2} D a^{m-2} \\
& +b^{m-n-1}\left(a^{*}\right)^{m-1} D a^{m-1} \\
& =b\left[\left(a^{*}\right)^{n} D a^{n}+b\left(a^{*}\right)^{n+1} D a^{n+1}+\cdots+b^{m-n-2}\left(a^{*}\right)^{m-2} D a^{m-2}\right] \\
& +b^{m-n-1}\left(a^{*}\right)^{m-1} D a^{m-1} .
\end{aligned}
$$

Using the summation notation on right hand side, we get

$$
\begin{aligned}
d_{b}\left(x_{n}, x_{m}\right) & =b \sum_{k=n}^{m-2} b^{k-n}\left(a^{*}\right)^{k} D a^{k}+b^{m-n-1}\left(a^{*}\right)^{m-1} D a^{m-1} \\
& =b \sum_{k=n}^{m-1} b^{k-n}\left(a^{*}\right)^{k} D^{\frac{1}{2}} D^{\frac{1}{2}} a^{k}+b^{m-n-1}\left(a^{*}\right)^{m-1} D^{\frac{1}{2}} D^{\frac{1}{2}} a^{m-1} \\
& =b \sum_{k=n}^{m-2} b^{k-n}\left(D^{\frac{1}{2}} a^{k}\right)^{*}\left(D^{\frac{1}{2}} a^{k}\right)+b^{m-n-1}\left(D^{\frac{1}{2}} a^{m-1}\right)^{*}\left(D^{\frac{1}{2}} a^{m-1}\right) \\
& =b \sum_{k=n}^{m-2} b^{k-n}\left|D^{\frac{1}{2}} a^{k}\right|^{2}+b^{m-n-1}\left|D^{\frac{1}{2}} a^{m-1}\right|^{2} \\
& \preceq\left\|b \sum_{k=n}^{m-2} b^{k-n}\left|D^{\frac{1}{2}} a^{k}\right|^{2}\right\| 1_{\mathbb{A}}+\left\|b^{m-n-1}\left|D^{\frac{1}{2}} a^{m-1}\right|^{2}\right\| 1_{\mathbb{A}} \\
& \preceq\|b\| \sum_{k=n}^{m-2}\left\|b^{k-n}\right\|\left\|D^{\frac{1}{2}}\right\|^{2}\left\|a^{k}\right\|^{2} 1_{\mathbb{A}}+\left\|b^{m-n-1}\right\|\left\|D^{\frac{1}{2}}\right\|^{2}\left\|a^{m-1}\right\|^{2} 1_{\mathbb{A}} \\
& \preceq\|b\| \sum_{k=n}^{m-2}\|b\|^{k-n}\left\|D^{\frac{1}{2}}\right\|^{2}\left\|a^{k}\right\|^{2} 1_{\mathbb{A}}+\|b\|^{m-n-1}\left\|D^{\frac{1}{2}}\right\|^{2}\left\|a^{m-1}\right\|^{2} 1_{\mathbb{A}} \\
& \preceq\|b\|^{1-n}\left\|D^{\frac{1}{2}}\right\|^{2} \sum_{k=n}^{m-2}\|b\|^{k}\left\|a^{2}\right\|^{k} 1_{\mathbb{A}}+\|b\|^{-n}\|b\|^{m-1}\left\|D^{\frac{1}{2}}\right\|^{2}\left\|a^{m-1}\right\|^{2} 1_{\mathbb{A}} \\
& \preceq\|b\|^{1-n}\left\|D^{\frac{1}{2}}\right\|^{2} \sum_{k=n}^{m-2}\left(\|b\|\left\|a^{2}\right\|\right)^{k} 1_{\mathbb{A}}+\|b\|^{-n}\left\|D^{\frac{1}{2}}\right\|^{2}\left(\|b\|\left\|a^{2}\right\|\right)^{m-1} 1_{\mathbb{A}} \\
& \longrightarrow 0_{\mathbb{A}} \text { as } m, n \rightarrow \infty,
\end{aligned}
$$

which follows from the observation that the summation in the first term is a geometric series and $\|b\|\left\|\left\|a^{2}\right\|<1\right.$ implies that both

$$
\left(\|b\|\left\|a^{2}\right\|\right)^{m-1} \longrightarrow 0 \quad \text { and } \quad\left(\|b\|\left\|a^{2}\right\|\right)^{n-1} \longrightarrow 0
$$

Hence $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$ with respect to $\mathbb{A}$. As $(X, \mathbb{A}, d)$ is complete, it follows that $x_{n} \rightarrow x \in X$, i.e.

$$
\lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} T x_{n-1}=x
$$

We claim that $x$ is a fixed point of $T$. In fact, from (BM3) and the contraction condition (4.1) we have:

$$
\begin{aligned}
0_{\mathbb{A}} & \preceq d_{b}(T x, x) \\
& \preceq b\left[d_{b}\left(T x, T x_{n}\right)+d_{b}\left(T x_{n}, x\right)\right] \\
& \preceq b a^{*} d_{b}\left(x, x_{n}\right) a+d_{b}\left(x_{n+1}, x\right) \longrightarrow 0_{\mathbb{A}} \text { as } n \rightarrow \infty .
\end{aligned}
$$

Hence

$$
T x=x .
$$

To prove the uniqueness of the fixed point $x$, suppose that $y$ is another fixed point of $T$. Then again from the contraction condition (4.1), we have

$$
0_{\mathbb{A}} \preceq d_{b}(x, y)=d_{b}(T x, T y) \preceq a^{*} d_{b}(x, y) a
$$

Using the norm of $\mathbb{A}$, we have

$$
\begin{aligned}
0 & \leq\left\|d_{b}(x, y)\right\| \\
& \leq\left\|a^{*} d_{b}(x, y) a\right\| \\
& \leq\left\|a^{*}\right\|\left\|d_{b}(x, y)\right\|\|a\| \\
& =\|a\|^{2}\left\|d_{b}(x, y)\right\|
\end{aligned}
$$

which is possible only when

$$
d_{b}(x, y)=0_{\mathbb{A}} .
$$

Hence

$$
x=y .
$$

## Example 4.2.4.

The mapping $T$ of Example 4.2.2 satisfies hypothesis of Theorem 4.2.3 and $T$ has the unique fixed point $x=\frac{15}{2}$ in $X$.

Remark 4.2.5. Theorem 4.2.3 generalizes the following results.

1. By taking $\mathbb{A}=\mathbb{R}$, the $C^{*}$-valued $b$-metric become the $b$-metric and the Banach contraction principle in $b$-metric spaces follows immediately from Theorem 4.2.3.
2. Taking $b=1$, [62, Theorem 2.1] becomes a special case of Theorem 4.2.3.

### 4.3 Application

As an application of fixed point of contractions on a complete $C^{*}$-valued $b$-metric spaces we provide the existence result for an integral equation.

## Example 4.3.1.

Let $E$ be a Lebesgue measurable set, $X=L^{\infty}(E)$, and $H=L^{2}(E)$. We denote by $L(H)$ the set of all bounded linear operators on defined on the Hilbert space $H$. With the usual operator norm, $L(H)$ is a $C^{*}$-algebra. For $S, T \in X$, define $d_{b}: X \times X \rightarrow L(H)$ by

$$
d_{b}(T, S)=\mu_{(T-S)^{2}},
$$

where $\mu_{h}: H \rightarrow H$ is the multiplication operator given by

$$
\mu_{h}(\phi)=h \cdot \phi \text { for } \phi \in H .
$$

Working in the same lines as in [62, Example 2.1], one can show that $\left(X, L(H), d_{b}\right)$ is a complete $C^{*}$-valued $b$-metric space.

Suppose that for the map $K: E \times E \times \mathbb{R} \rightarrow \mathbb{R}$, there is some function $\phi: E \times E \rightarrow \mathbb{R}$ which is continuous and a real numer $k$ in $(0,1)$ such that for every $x, y \in X$ and $t, s \in E$, we have

$$
\begin{equation*}
|K(t, s, x(s))-K(t, s, y(s))| \leq k|\phi(t, s)(x(s)-y(s))| . \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in E} \int_{E}|\phi(t, s)| d s \leq 1 \tag{4.3}
\end{equation*}
$$

Then the integral equation give below

$$
\begin{equation*}
x(t)=\int_{E} K(t, s, x(s)) d s, \quad t \in E \tag{4.4}
\end{equation*}
$$

has a unique solution.

Proof.
Here $\left(X, L(H), d_{b}\right)$ is a complete $C^{*}$-valued $b$-metric space with respect to $L(H)$.
Let $T: X \rightarrow X$ be

$$
T x(t)=\int_{E} K(t, s, x(s)) d s, \quad t \in E
$$

Then

$$
\begin{aligned}
\|d(T x, T y)\| & =\left\|\mu_{(T x-T y)^{2}}\right\| \\
& =\sup _{\|h\|=1}\left\langle\mu_{(T x-T y)^{2}} h, h\right\rangle, \quad \text { for any } h \in H \\
& =\sup _{\|h\|=1} \int_{E}(T x-T y)^{2} h(t) \overline{h(t)} d s \\
& =\sup _{\|h\|=1} \int_{E}\left[\int_{E}(K(t, s, x(s))-K(t, s, y(s))) d s\right]^{2} h(t) \overline{h(t)} d t \\
& \leq \sup _{\|h\|=1} \int_{E}\left[\int_{E}(K(t, s, x(s))-K(t, s, y(s))) d s\right]^{2}|h(t)|^{2} d t \\
& \leq \sup _{\|h\|=1} \int_{E} k^{2}\left[\int_{E}(\phi(t, s)(x(s)-y(s))) d s\right]^{2}|h(t)|^{2} d t \\
& \leq k^{2} \sup _{\|h\|=1} \int_{E}\left[\int_{E}|\phi(t, s)| d s\right]^{2}|h(t)|^{2} d t \cdot\left\|(x-y)^{2}\right\|_{\infty} \\
& \leq k^{2} \sup _{t \in E} \int_{E}|\phi(t, s)|^{2} d s \cdot \sup _{\|h\|=1} \int_{E}|h(t)|^{2} d t \cdot\left\|(x-y)^{2}\right\|_{\infty} \\
& \leq k^{2}\left\|(x-y)^{2}\right\|_{\infty} \\
& =\|a\|\|d(x, y)\|
\end{aligned}
$$

setting $a=k I$, we have $a \in L(H)_{+}$and $\|a\|=k^{2}<1$. Thus all the conditions of Theorem 4.2.3 holds and hence the conclusion.

## Chapter 5

## Fixed Point Theorems for $C^{*}$-multivalued Contractions

Lot of work has been done on fixed points of multivalued functions. In this chapter we introduced the notions of bounded sets, closed sets with respect to a $C^{*}$-valuedmetric space. We also introduced $C^{*}$-valued Hausdorff metric and the contraction condition of $C^{*}$-multivalued mappings. We proved that a $C^{*}$-multivalued contraction mapping on a complete $C^{*}$-valued-metric space has a fixed point, where $\mathbb{A}_{+}$is totally ordered set which is the generalization for the result proved by Nadler [71] in the setting of $C^{*}$-algebra. In [71] he has proved some interesting results related to the fixed points for multivalued contraction mappings. Some of his results are given in [70]. Afterward a facinating and rich theory for fixed point of multivalued maps was developed which has application in control theory, convex optimazition and economics see [45].

Through out this chapter we will assume that $(X, \mathbb{A}, d)$ is a $C^{*}$-valued-metric space where $X$ is a nonempty set, $\mathbb{A}$ is a $C^{*}$-algebra and $d$ is a $C^{*}$-valued-metric on $X$.

## $5.1 \quad C^{*}$-Multivalued Contractions

Recall that if $X$ is a non-empty set and $T$ is a mapping from $X$ to some collection of subsets of $X$ then a point $x \in X$ is called a fixed point of $T$ if $x \in T x$.

In order to define $C^{*}$-valued Hausdorff metric we need the concept of closed and bounded sets in $(X, \mathbb{A}, d)$.

## Definition 5.1.1. (Neighbourhood)

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space, $A \subseteq X$ and let $r \succeq 0_{\mathbb{A}}$. A neighborhood of a point $x \in X$ with respect to $\mathbb{A}$ is defined as the set

$$
\{y \in X: d(x, y) \preceq r\} .
$$

## Definition 5.1.2. (Limit Point)

A point $x \in X$ is said to be a limit point of $A$ if every neighborhood of $x$ contains at least one point of $A$ other than $x$.

## Definition 5.1.3. (Closed Set)

A subset $A$ of a $C^{*}$-valued-metric space is said to be closed with respect to $\mathbb{A}$ if it contains all of its limit points.

## Definition 5.1.4. (Bounded Sets )

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space. A subset $A$ of $X$ is said to be bounded with respect to $\mathbb{A}$. If there exists $M \in \mathbb{A}_{+}$and a point $y \in A$ such that for all $x, y \in A$,

$$
d(x, y) \preceq M
$$

## Remark 5.1.5.

When $\mathbb{A}=\mathbb{R}$, the $C^{*}$-valued-metric $d$ becomes the standard real-valued-metric on $X$ and the above definitions coincide with the standard definitions of neighborhood, closed sets and bounded sets in a metric space.

## Definition 5.1.6. (Distance of a Point from a Set)

Suppose $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space and $A$ is a non-empty subsets of $X$ and $x \in X$. Further, assume that the range of the metric $d$ is a totally ordered subset of $\mathbb{A}_{+}$. We define the $C^{*}$-distance from $A$ to $x$ with respect to $\mathbb{A}$ as follows

$$
\begin{equation*}
\operatorname{dist}(x, A)=\inf \{d(x, a): a \in A\} \tag{5.1}
\end{equation*}
$$

The existence of inf in the above example is guaranteed from the assumption that $d$ maps to a totally ordered subset of $\mathbb{A}_{+}$. Clearly, this distance is heavily dependent on the $C^{*}$-valued-metric $d$.

Example 5.1.7. Let $X=[-1,1], \mathbb{A}=\mathbb{R}^{2}$ with the component-wise operations of addition and multiplication and the ordering $\preceq$ be as given by (3.3) of Example 3.1.2. Define $d_{1}: X \times X \rightarrow \mathbb{A}$ by

$$
d_{1}(x, y)=(|x-y|, 0) .
$$

Then it is easy to see that $\left(X, \mathbb{A}, d_{1}\right)$ is a $C^{*}$-valued-metric space.
Let $A=\left[\frac{1}{4}, \frac{1}{2}\right] \subset X$. Then illustrate the above definition of $C^{*}$-valued distance of a point from a set, note that from (5.1) of Definition 5.1.6 we have

$$
\begin{aligned}
\operatorname{dist}(0.1, A) & =\inf \left\{d_{1}(0.1, a): a \in\left[\frac{1}{4}, \frac{1}{2}\right]\right\} \\
& =\inf \left\{(|0.1-a|, 0): a \in\left[\frac{1}{4}, \frac{1}{2}\right]\right\} \\
& =(0.15,0) \in \mathbb{R}^{2} .
\end{aligned}
$$

Whereas if we define $d_{2}: X \times X \rightarrow \mathbb{R}^{2}$ by

$$
d_{2}(x, y)=(|x-y|,|x-y|)
$$

then again $\left(X, \mathbb{A}, d_{2}\right)$ is a $C^{*}$-valued-metric space and from (5.1) we now have

$$
\begin{aligned}
\operatorname{dist}(0.1, A) & =\inf \left\{d_{2}(0.1, a): a \in\left[\frac{1}{4}, \frac{1}{2}\right]\right\} \\
& =\inf \left\{(|0.1-a|,|0.1-a|): a \in\left[\frac{1}{4}, \frac{1}{2}\right]\right\} \\
& =(0.15,0.15) \in \mathbb{R}^{2} .
\end{aligned}
$$

Corresponding to usual notion of the distance between the sets of a metric space we introduce the notion of $C^{*}$-valued distance between the sets of a $C^{*}$-valued-metric space $(X, \mathbb{A}, d)$ as follows.

## Definition 5.1.8. (Hausdorff Distance)

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space and assume that the range of $d$ is a totally ordered subset of $\mathbb{A}_{+}$. Let $C B(X)$ be the collection of all closed and bounded subsets of $X$. For each $A, B \in C B(X)$, define $\mathcal{H}: C B(X) \times C B(X) \rightarrow \mathbb{A}$

$$
\begin{equation*}
\mathcal{H}(A, B)=\max \{\sup \{\operatorname{dist}(b, A): b \in B\},\{\sup \operatorname{dist}(a, B): a \in A\}\} . \tag{5.2}
\end{equation*}
$$

The distance $\mathcal{H}(A, B)$ is called the $C^{*}$-valued Hausdorff distance between the sets in $C B(X)$ generated by the $C^{*}$-valued-metric $d$.

Remark 5.1.9. If we set $\mathbb{A}=\mathbb{R}$ in Definition 5.1.8 then $\mathcal{H}(A, B)$ coincides with the standard real-valued Hausdorff distance between the subsets $A$ and $B$ of $X$.

In order to prove the next theorem we need the following lemmas.

## Lemma 5.1.10.

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space and assume that the range of $d$ is a totally ordered subset of $\mathbb{A}_{+}$. Let $A, B \in C B(X)$ and let $a \in A$. If $x \succeq 0_{\mathbb{A}}$, then there exists $b \in B$ such that

$$
d(a, b) \preceq \mathcal{H}(A, B)+x .
$$

## Proof.

Let $a \in A$ and $x \succeq 0_{\mathbb{A}}$ then there exists $b \in B$ such that

$$
\begin{aligned}
d(a, b) & \preceq \operatorname{dist}(a, B)+x \\
& \preceq \mathcal{H}(A, B)+x .
\end{aligned}
$$

The result given below was proved in [33] for the real valued metric spaces. We are going to give an analogous result in $C^{*}$-valued-metric spaces which will be needed in continuation.

## Lemma 5.1.11.

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space and $A, B \in C B(X)$. Assume also that the range of $d$ is a totally ordered subset of $\mathbb{A}_{+}$. Then for each $a \in A$,

$$
\operatorname{dist}(a, B) \preceq \mathcal{H}(A, B)
$$

Proof.
Note that for each $a \in A$, we have

$$
\begin{aligned}
\operatorname{dist}(a, B) & \preceq \sup _{a \in A} \operatorname{dist}(a, B) \\
& \preceq \mathcal{H}(A, B) .
\end{aligned}
$$

This completes the proof.

## Theorem 5.1.12.

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space and assume that the range of $d$ is a totally ordered subset of $\mathbb{A}_{+}$. Let the map $\mathcal{H}$ be as defined by (5.2) of Definition 5.1.8. Then $\mathcal{H}$ is a $C^{*}$-valued-metric on $C B(X)$.

Proof. Keeping in mind Definition 2.3.14 of a $C^{*}$-valued-metric on $X$, we proceed as follows to show that $\mathcal{H}$ is a $C^{*}$-valued-metric on $C B(X)$.
(i):

Clearly

$$
\mathcal{H}(A, B) \succeq 0_{\mathbb{A}} .
$$

If $\mathcal{H}(A, B)=0_{\mathbb{A}}$, then both

$$
\begin{equation*}
\sup \{\operatorname{dist}(b, A): b \in B\}=0_{\mathbb{A}}, \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup \{\operatorname{dist}(a, B): a \in A\}=0_{\mathbb{A}} . \tag{5.4}
\end{equation*}
$$

Now from (5.3) we have

$$
\operatorname{dist}(b, A)=0_{\mathbb{A}} \text { for all } b \in B,
$$

which implies that

$$
B \subseteq \bar{A}
$$

Similarly from (5.4) we get

$$
A \subseteq \bar{B}
$$

Since $A$ and $B$ are closed we have $A=B$.
(ii) (Symmetry):

Note that the condition

$$
\mathcal{H}(A, B)=\mathcal{H}(B, A)
$$

follows from the fact that $d$ is a $C^{*}$-valued-metric on $X$.
(iii) (Triangle Inequality):

To prove the triangular inequality assume that $A, B, C \in C B(X)$ and choose arbitrary elements $x \in \mathbb{A}_{+}$and $u \in A$. There exist $v \in B$ such that

$$
\begin{equation*}
d(u, v) \preceq \operatorname{dist}(u, B)+\frac{1}{2} x . \tag{5.5}
\end{equation*}
$$

Also there exist $w \in C$ such that

$$
\begin{equation*}
d(v, w) \preceq \operatorname{dist}(v, C)+\frac{1}{2} x . \tag{5.6}
\end{equation*}
$$

So we have

$$
\begin{aligned}
\operatorname{dist}(u, C) & \preceq d(u, w) \\
& \preceq d(u, v)+d(u, w)
\end{aligned}
$$

Using (5.5) and (5.6) it follows that

$$
\begin{aligned}
\operatorname{dist}(u, C) & \preceq \operatorname{dist}(u, B)+\operatorname{dist}(v, C)+x \\
& \preceq \mathcal{H}(A, B)+\mathcal{H}(B, C)+x .
\end{aligned}
$$

Since $u$ was chosen to be an arbitrary element of $A$, this means that

$$
\sup \{\operatorname{dist}(a, C): a \in A\} \preceq \mathcal{H}(A, B)+\mathcal{H}(B, C)+x .
$$

Moreover, $x$ is also an arbitrary element in $\mathbb{A}_{+}$and we know that $\inf \mathbb{A}_{+}=0_{\mathbb{A}}$, it follows that:

$$
\sup \{\operatorname{dist}(a, C): a \in A\} \preceq \mathcal{H}(A, B)+\mathcal{H}(B, C) .
$$

In the similar way one can show that

$$
\sup \{\operatorname{dist}(c, A): c \in C\} \preceq \mathcal{H}(A, B)+\mathcal{H}(B, C) .
$$

From the above two inequalities we get

$$
\mathcal{H}(A, C) \preceq \mathcal{H}(A, B)+\mathcal{H}(B, C)
$$

This completes the proof.

The following simple example illustrates the definition of the $C^{*}$-valued Hausdorff distance between two sets.

## Example 5.1.13.

Let $X=[-1,1], \mathbb{A}=\mathbb{R}^{2}$ with the component-wise operations of addition and multiplication and the ordering $\preceq$ be as given by (3.3) of Example 3.1.2. Define $d_{1}: X \times X \rightarrow \mathbb{A}$ by

$$
d_{1}(x, y)=(|x-y|, 0) .
$$

Then $\left(X, \mathbb{A}, d_{1}\right)$ is a $C^{*}$-valued-metric space.
Let $A, B \in C B(X)$ be given by the closed intervals in $X$ as

$$
A=\left[0, \frac{1}{4}\right] \text { and } B=\left[\frac{1}{2}, \frac{3}{4}\right]
$$

Then

$$
\begin{aligned}
\mathcal{H}(A, B) & =\max \{\sup \{\operatorname{dist}(b, A): b \in B\},\{\sup \operatorname{dist}(a, B): a \in A\}\} \\
& =\max \left\{\left(\frac{1}{2}, 0\right),\left(\frac{1}{2}, 0\right)\right\} \\
& =\left(\frac{1}{2}, 0\right) \in \mathbb{R}^{2}
\end{aligned}
$$

Using $C^{*}$-Hausdorff metric on $C B(X)$ we now introduce the notion of $C^{*}$-multivalued contraction as follows.

## Definition 5.1.14. ( $C^{*}$-Multivalued Contractions)

Let $(X, \mathbb{A}, d)$ be a $C^{*}$-valued-metric space and the range of $d$ be a totally ordered subset of $\mathbb{A}_{+}$. Let $\mathcal{H}(A, B)$ be a $C^{*}$-valued Hausdorff metric on $C B(X)$. A mapping $T: X \rightarrow C B(X)$ is called a $C^{*}$-multivalued contraction if there exists $a \in \mathbb{A}$ with $\|a\| \leq 1$. such that

$$
\begin{equation*}
\mathcal{H}(T x, T y) \preceq a^{*} d(x, y) a \text { for all } x, y \in X . \tag{5.7}
\end{equation*}
$$

The real number $\|a\|$ is called the contraction constant for the mapping $T$.

## Example 5.1.15.

Consider again the setting of Example 5.1.13 and define $T: X \rightarrow C B(X)$ by

$$
T x=\left\{y: 0 \leq y \leq \frac{1}{4} x\right\}
$$

Then

$$
\begin{aligned}
\mathcal{H}(T x, T y) & =\frac{1}{4}(|x-y|, 0) \\
& =\left(\frac{1}{2}, 0\right) d(x, y)\left(\frac{1}{2}, 0\right)
\end{aligned}
$$

Taking $a \preceq\left(\frac{1}{2}, 0\right)$ we have $\|a\|=\frac{1}{2}$ and

$$
\mathcal{H}(T x, T y) \preceq a^{*} d(x, y) a .
$$

Hence $T$ is a $C^{*}$-multivalued contraction.

Motivated by the Nadler's fixed point theorem for multivalued mappings [71], we now establish a fixed point theorem for $C^{*}$-multivalued contraction in the setting of $C^{*}$-algebras.

## Theorem 5.1.16.

Consider a $C^{*}$-valued-complete metric space $(X, \mathbb{A}, d)$ and assume that the range of $d$ is a totally ordered subset of $\mathbb{A}_{+}$. Let the mapping $T: X \rightarrow C B(X)$ be a $C^{*}$-multivalued contraction. That is, there exists $a \in \mathbb{A}$ with $\|a\| \leq 1$. such that

$$
\mathcal{H}(T x, T y) \preceq a^{*} d(x, y) a \text { for all } x, y \in X .
$$

Then $T$ has a fixed point.

Proof.
Let $\|a\|<1$ be contraction constant for $T$ and $x_{0} \in X$. Consider a point $x_{1} \in T x_{0}$. Because both $T x_{0}$ and $T x_{1}$ are closed and bounded subsets of $X$ and $x_{1} \in T x_{0}$, there will be a point $x_{2}$ in $T x_{1}$ such that

$$
d\left(x_{1}, x_{2}\right) \preceq \mathcal{H}\left(T x_{0}, T x_{1}\right)+a^{*} a .
$$

Again, since $T x_{1}$ and $T x_{2}$ are closed and bounded subsets of $X$ and $x_{2}$ lies in $T x_{1}$, there will be a point $x_{3}$ in the subset $T x_{2}$ which satisfies

$$
d\left(x_{2}, x_{3}\right) \preceq \mathcal{H}\left(T x_{1}, T x_{2}\right)+a^{* 2} a^{2} .
$$

Proceeding in this way we obtain a sequence $\left\{x_{i}\right\}_{i=1}^{\infty}$ of points of $X$ such that $x_{i+1}$ lies in $T x_{i}$ and

$$
d\left(x_{i}, x_{i+1}\right) \preceq \mathcal{H}\left(T x_{i-1}, T x_{i}\right)+\left(a^{*}\right)^{i} a^{i}
$$

for all $i \geq 1$.
We note that for all $i \geq 1$,

$$
\begin{aligned}
d\left(x_{i}, x_{i+1}\right) & \preceq \mathcal{H}\left(T x_{i-1}, T x_{i}\right)+\left(a^{*}\right)^{i} a^{i} \\
& \preceq\left(a^{*}\right) d\left(x_{i-1}, x_{i}\right) a+\left(a^{*}\right)^{i} a^{i} \\
& \preceq a^{*}\left[\mathcal{H}\left(T x_{i-2}, T x_{i-1}\right)+\left(a^{*}\right)^{i-1} a^{i-1}\right] a+\left(a^{*}\right)^{i} a^{i} \\
& =a^{*}\left[\mathcal{H}\left(T x_{i-2}, T x_{i-1}\right] a+2\left(a^{*}\right)^{i} a^{i}\right. \\
& \preceq \cdots a^{* i} d\left(x_{0}, x_{1}\right) a^{i}+i\left(a^{*}\right)^{i} a^{i}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& d\left(x_{i}, x_{i+j}\right) \\
& \quad \preceq \quad d\left(x_{i}, x_{i+1}\right)+d\left(x_{i+1}, x_{i+2}\right)+\cdots+d\left(x_{i+j-1}, x_{i+j}\right) \\
& \quad \preceq a^{* i} d\left(x_{0}, x_{1}\right) a^{i}+i\left(a^{*}\right)^{i} a^{i}+\left(a^{*}\right)^{i+1} d\left(x_{0}, x_{1}\right) a^{i+1}+(i+1)\left(a^{*}\right)^{i+1} a^{i+1}+ \\
& \quad \ldots\left(a^{*}\right)^{i+j-1} d\left(x_{0}, x_{1}\right) a^{i+j-1}+(i+j-1)\left(a^{*}\right)^{i+j-1} a^{i+j-1} \\
& \quad=\sum_{n=i}^{i+j-1}\left(a^{*}\right)^{n} d\left(x_{0}, x_{1}\right) a^{n}+\sum_{n=i}^{i+j-1}\left(\left(a^{*}\right)^{n} a^{n}\right)
\end{aligned}
$$

Using 3.7 of Lemma 3.1.12, we see that for all $i, j \geq 1$,

$$
d\left(x_{i}, x_{i+j}\right) \longrightarrow 0_{\mathbb{A}} \text { as } j \longrightarrow \infty
$$

It follows that the sequence $\left\{x_{i}\right\}_{i=1}^{\infty}$ is a Cauchy sequence in $X$ with respect to $\mathbb{A}$. Since $(X, \mathbb{A}, d)$ is complete with respect to $\mathbb{A}$, the sequence $\left\{x_{i}\right\}$ will converge to some $x_{0}$ in $X$. Also,

$$
\mathcal{H}\left(T x_{i}, T x_{0}\right) \preceq a^{*} d\left(x_{i}, x_{0}\right) a .
$$

Therefore, the sequence $\left\{T x_{i}\right\}_{i=1}^{\infty}$ converges to $T x_{0}$. Also $x_{i}$ lies in $T x_{i-1}$ for all $i$, and

$$
\lim _{i \rightarrow \infty} \operatorname{dist}\left(x_{i}, T x_{0}\right)=0_{\mathbb{A}}
$$

and since $T x_{0}$ is closed, it follows that $x_{0} \in T x_{0}$.
Remark 5.1.17. If we take $\mathbb{A}=\mathbb{R}$ then our result coincides with the result proved by [71].

## Conclusion

Recently, Kadelburg and Radenovic [52] and Alsulami et al. [3] noted that the fixed point results in $C^{*}$-algebra valued-metric spaces can be obtained from the corresponding results in complete metric spaces using the machinery of $C^{*}$-algebra. By comparing there findings with the proofs of theorems given by Ma et al., we observe that the proofs given by [62] can be shorten by using the argument provided by Kadelburg and Radenovic [52] and Alsulami et al [3]. But they have used the same results from $C^{*}$-algebra as used by [62] Therefore, we conclude that the approach adopted by them is essentially the same as that of Ma et al. The only difference seems to us is that they have used the existing fixed point results to shorten their proofs whereas Ma et al. have given the detailed proofs.

In this thesis, we have proved some fixed point theorems in the setting of $C^{*}$ -valued-metric spaces following the approach adopted by Ma et al.

Moreover, we have noted that the notion of $C^{*}$-valued-metric space is different from cone metric space as mentioned in [96] as follows: "Let $E$ be a real Banach space. A cone $P$ in $E$ defines a partial ordering in $E$ as follows: let $x, y \in E$
we say $x \preceq y$ if $y-x \in P$. Using this partial ordering Huang and Zhang [50] introduced the notion of a cone metric space. A cone metric on a nonempty set $X$ is a mapping $d_{c}: X \times X \rightarrow E$ satisfying: $(i) d_{c}(x, y)>0$ for all $x, y \in X$ and $d_{c}(x, y)=0$ if and only if $x=y ;(i i) d_{c}(x, y)=d_{c}(y, x)$ for all $x, y \in X ;($ iii $)$ $d_{c}(x, z) \leq d_{c}(x, y)+d_{c}(y, z)$ for all $x, y, z \in X$. In fact this notion is not new and was initially defined by Kantorovich [57] as a $K$-metric space [51, 57]. Huang and Zhang [50] called a mapping $f: X \rightarrow X$ a cone contraction if it satisfies following condition.

$$
\begin{equation*}
d_{c}(f x, f y) \leq k d_{c}(x, y) \forall x, y \in X \text { for some } k \in(0,1) . \tag{5.8}
\end{equation*}
$$

Then they generalized the Banach contraction principle in the context of cone metric spaces [50, Theorem 1]. Note that $d_{c}(x, y)$ is an element of the Banach space $E$ and the right hand side of (5.8) is defined, since $E$ is a real Banach space. The set of positive elements in a $C^{*}$-algebra forms a positive cone in the $C^{*}$-algebra but the underlying vector space is not a real vector space, in general. Therefore, the notion of a $C^{*}$-valued-metric space seems is general than the notion of cone metric space. For example if we consider the set $\mathbb{A}$ of all $2 \times 2$ matrices having entries from complex numbers, then $\mathbb{A}$ is a vector space over the field of complex numbers. Also, $\mathbb{A}$ is a $C^{*}$-algebra with Euclidean norm. A mapping $T: X \rightarrow X$ is said to be a $C^{*}$-valued contraction mapping on $X$, by Ma et al., (Definition 2.4.9) if there exist an $A$ in a $C^{*}$-algebra $\mathbb{A}$ with $\|A\|<1$ such that

$$
\begin{equation*}
d(T x, T y) \preceq A^{*} d(x, y) A, \quad \text { for all } x, y \in X . \tag{5.9}
\end{equation*}
$$

Observe that the right hand side of (5.9) is defined because $\mathbb{A}$ is an algebra, not necessarily real. Also, observe that, it is not necessary that one can define an involution "*" on a normed space. Thus it seems to be difficult that the inequality (5.9) can be reduce to the inequality (5.8). Further note that the proof of the main result by Ma et al. [62] depends on machinery of $C^{*}$ algebras. Thus we conclude that the main results of Ma et al. and ours may not follow from the corresponding results of cone metric spaces."

## Bibliography

[1] M. Abbas, T. Nazir, S. Radenovic, Common fixed points for four maps in partially ordered metric spaces, Appl. Math. Lett (2011), 1520-1526.
[2] M. Abbas, G. Jungck, Common fixed point results for noncommuting mappings without continuity in cone metric spaces. J. Math. Anal. Appl., 341, (2008), 416-420.
[3] H. H. Alsulami, R. P. Agarwal, E. Karapinar and F. Khojasteh, A short note on $C^{*}$-valued contraction mappings, J. Ineq. Appl., (2016).
[4] R. P. Agarwal, M. A. El-Gebeily, D. O'Regan, Generalized contractions in partially ordered metric spaces, Appl. Anal., 87, (2008), 109-116.
[5] Ya. I. Alber and S. Guerre-Delabriere, Principle of weakly contractive maps in Hilbert spaces, new results in operator theory, Adv. Appl., Birkhauser verlag, Basel, (ed. by I. Gohberg and Yu Lyubich), 98, (1997), 7-22.
[6] A. Amini-Harandi, Metric-like spaces, Partial metric spaces and fixed points, Fixed point Theory. Appl., (2012), 2012.
[7] A. V. Arkhangel'skii, Pontryagin, L.S. (1990). General Topology 1: Basic Concepts and Constructions Dimensions Theory. Encylopedia of Mathematical Sciences. Springer. ISBN 3-540-18178-4.
[8] H. Aydi, M.F Bota, E. Karapnar and S. Mitrovi, A fixed point theorem for set valued quasi-contractions in b-metric spaces, Fixed Point Theory Appl., (2012), 2012:88.
[9] I. A. Bakhtin, The contraction mapping principle in quasimetric spaces, Functional Analysis, 30, (1989), 26-37.
[10] S. Banach, Sur les opeérations dans les ensembles abstraits et leur application aux équations inttégral, Fund. Math., 3, (1922), 133-181.
[11] S. Batul, T. Kamran, $C^{*}$-valued Contractive Type Mappings, Fixed Point Theory Appl.,(2015), 2015:142.
[12] V. Berinde, Generalised contractions in quasimetric spaces, Seminars on Fixed Point Theory, Babes-Bolyia University of Cluj-Napoca, 3, (1993), 3-9.
[13] V. Berinde, Iterative Approximation of fixed points, Springer, (2006).
[14] M. Berinde and V. Berinde, On a general class of multivalued weakly Picard mappings, J. Math. Anal. Appl., 326, (2007), 772-782.
[15] V. Berinde, Approximating fixed points of weak contractions using Picard iteration, Nonlinear Anal. Forum, 9, (2004), 43-53.
[16] M. Boriceanu, Fixed point theory for multivalued generalized contraction on a set with two b-metrics, Studia Univ Babes-Bolyai Math. LIV(3), (2009), 1-14.
[17] M. Bota, A. Molnar, Cs. Varga, On Ekland's varitional principle in b-metric spaces, Fixed Point Theory, 12, (2011), 21-28.
[18] D. W. Boyd and J. S. W. Wong, On nonlinear contractions, Proc. Amer. Math. Soc., 89, (1968), 458-464.
[19] A. Branciari, A fixed point theorem for mappings satisfying a general contractive condition of integral Type, Int. J. Math. Math. Sci. 29, (2002), 531-536.
[20] J. Caristi, Fixed point theorems for mappings satisfying inwardness conditions, Trans. Am. Math. Soc., (1976), 241-251.
[21] S. K. Chatterjea, Fixed point theorems. C. R. Acad. Bulgare Sci. ,25, (1972), 727-730.
[22] B. S. Choudhury, N. Metiya, multivalued and single-valued fixed point results in partially ordered metric space, Arab J. Math. Sci., 17, (2011), 135-151.
[23] L. B. Ciric, A generalization of Banach contraction principle, Proc. Amer. Math. Soc., 45, (1974), 267-273.
[24] N. L. Ciric, Fixed point for generalized multivalued contractions, Mat. Vesnik, 9, (1972), 265-272.
[25] N. L. Ciric, Multivalued nonlinear contraction mappings, Nonlinear Anal., 71, (2009), 2716-2723.
[26] E. A. Coddington, N. Levinson, Theory of Ordinary Differential Equations, New York, McGraw-Hill, (1955).
[27] S. Czerwick, Contraction mappings in b-metric Spaces, Acta Mathematica et Informatica Universitatis Ostraviensis 1, (1993), 5-11.
[28] S. Czerwick, Nonlinear set-valued contraction mappings in $b$-metric spaces, Atti Sem. Mat. Univ. Modena, 46, (1998), 263-276.
[29] S. Czerwick, Functional equations and inequalities in several variables, World Scientific, (2000).
[30] H.S. Ding, L. Li, S. Radenovic, Coupled coincidence point theorems for generalized non linear contraction in partially ordered metric spaces, Fixed point theory appl., 96, (2012).
[31] K. R. Davidson: $C^{*}$-Algebras by Example (Fields Institute Monographs, 6, 1996, ISSN 1069-5273
[32] R. G. Douglas; Banach Algebra Techniques in Operator Theory, Springer Berlin, (1998).
[33] L. S. Dube, A theorem on common fixed points of multi valued contraction mappings, J. Math. Anal. Appl., 192, (1995) 655-666.
[34] A. K. Dubey, Rita Shukla, R.P Dubey, some fixed point results in b-metric spaces, Asian J. Math. Appl. (2014).
[35] M. Edelstein, On fixed and periodic points under contractive mappings, J. London Math. Soc., 37, (1962), 74-79.
[36] S. Eilenberg and D. Montgomery, Fixed point theorems for multivalued transfor-mations, Amer. J. Math., 68, (1946), 214-222.
[37] I. Ekeland, Sur les problmes variationnels. C. R. Acad. Sci. Paris Sr. A-B 275, A1057A1059 (1972)
[38] I. Ekeland, On the variational principle. J. Math. Anal. Appl. 47, (1974), 324-353.
[39] R. Fagin, L. Stockmeyer, Relaxing the triangle inequality in pattern matching. Int. J. Comput. Vis. 30, (1998), 219231.
[40] Y. Feng and S. Liu, Fixed point theorems for multivalued contractive mappings and multivalued Caristi type mappings, J. Math. Anal. Appl., 317, (2006), 103-112.
[41] M. Fréchet, Sur quelques points du calcul fonctionnel (Thése), Rendiconti Circolo Mat. Palermo, 22, (1906), 1-74.
[42] M. Fréchet, La notion d'écart et le calcul fonctionnel, C. R. Acad. Sci. Paris, 140, (1905), 772-774.
[43] S. Gähler, 2-metrische Rume und ihre topologische Struktur, Math. Nachr. 26, (1963), 115-148.
[44] Z. Golubovic, Z. Kadelburg, S. Radenovic, Coupled coincidence points of mappings in ordered partial metric spaces, Abstract and applied analysis, 2012, (2012) article ID 192581.
[45] L. Górniewicz. Topological fixed point theory of multivalued mappings, ser. Mathematics and its Applications (Dordrecht). Dordrecht: Kluwer Academic Publishers, 495, (1999).
[46] G. E. Hardy, T. D. Rogers, A generalization of a fixed point theorm of Reich, Canad. Math. Bull., 16, (1973), 201-206.
[47] J. Heninonen, Lectures on Analysis on Metric Spaces, Springer Berlin,(2001), 89.
[48] T. L. Hicks, B. E. Rhoades: A Banach Type Fixed Point Theorem, Math. Japanica 24, (1979), 327-320.
[49] T. Hu, Fixed point theorems for multivalued mappings, Canad. Math. Bull., 23, (1980), 193-197.
[50] L. G. Huang, X. Zhang, Cone metric spaces and fixed point theorems of contractive maps, J. Math. Anal. Appl. 332, (2007), 1467-1475.
[51] S. Jankovic, S. Kadelburg, Z. Radenovic, On cone metric spaces, A survey, Nonlinear Anal., 74, (2011), 2591-2601.
[52] Z. Kadelburg, S. Radenovic, Fixed point results in $C^{*}$-algebra valued metric spaces and direct consequences of their standard metric counterparts, Fixed point theory appl.,(2016).
[53] T. Kamran, M. Postolache, A. Ghiura, S. Batul and R. Ali, The Banach contraction principle in $C^{*}$-algebra-valued b-metric spaces with application, Fixed point theory appl., 2016, (2016), 2016.
[54] T. Kamran: multivalued $f$-weakly Picard mappings, Nonlinear Anal., 67 (2007), 2289-2296.
[55] R. Kannan, Some results on fixed points, Bull. Cal. Math. Soc., 60, (1968), 71-76.
[56] R. Kannan, Some Results on Fixed Points II, 4, (Apr., 1969), 405-408. Amer. Math. Monthly 76, (1969), 405408.
[57] J. A. Kantorovich, The method of successive approximation for functional equations, Acta. Math., 71, (1939), 63-77.
[58] Q. Kiran, Ph.D Thesis National University of Science and Technology, Islamabad.
[59] W. Kirk, N. Shahzad, Fixed Point Theory in Distance Spaces, Springer International Publishing, (2014).
[60] E. Kreyszig, Introductory functional analysis with applications, John Wiley and Sons, 1989.
[61] D. R. Kurepa, Tableaux ramifiés d'ensembles. Espaces pseudo-distanciés, C. R. Acad. Sci. Paris, 198, (1934), 1563-1565.
[62] Z. Ma, L. Jiang, H. Sun, $C^{*}$-algebra-valued metric spaces and related fixed point theorems, Fixed Point Theory Appl., (2014), 214:206.
[63] J. Markin "Continuous dependence of fixed point sets, Proc. Am. Math. Soc., 30, (1969), 475-488.
[64] J. Matkowski, Integrable solutions of functional equations, Dissertations Math. 127 (Rozprawy Mat.), (1975), 127.
[65] S. G. Matthews, Partial metric topology, in papers on General Topology and Applications (Flushing, NY, 1992) Annals of the New York Acad. Sci., vol. 728 (New York Academy of Sciences, New York (1994), 183-197.
[66] S.G. Matthews, An extensional treatment of lazy data flow dead lock. Topology ans completion in semantics (Charters, 1993). Theor. Comput. Sci. 151(1), 195-205(1995).
[67] M. Kir and H. Kiziltunc, On Some Well Known Fixed Point Theorems in b-Metric Space, Turkish J. Analysis and Number Theory, 1, (2013).
[68] N. Mizoguchi, W. Takahashi, Fixed point theorems for multivalued mappings on complete metric spaces, J. Math. Anal. Appl., 141, (1989), 177-188.
[69] G. J. Murphy, $C^{*}$-Algebras and Operator Theory. Academic Press, London ,(1990).
[70] S. B. Nadler Jr., multivalued contraction mappings, Notices of Amer. Math. Soc., 14 (1967), 930.
[71] S. B. Nadler Jr., multivalued contraction mappings. Pacific J. Math. 30,(1969), 475488.
[72] S. B. Nadler Jr., Sequences of contractions and fixed points, Pacific J. Math., 27, (1968), 579-585.
[73] S. V. R. Naidu, Some fixed point theorems in metric and 2-metric spaces, Int. J. Math. Math. Sci. 28, (2001), 625636.
[74] V. V. Nemytzki, The fixed point method in Analysis (Russian), Usp. Mat. Nauk, 1, (1936), 141-174.
[75] J. J. Nieto, R. L. Pouso, R. Rodriguez-Lopez, Fixed point theorems in ordered abstract spaces, Proc. Amer. Math. Soc., 135, (2007), 2505-2517.
[76] J. J. Nieto, R. Rodriguez-Lopez, Contractive mapping theorems in partially ordered sets and applications to ordinary differential equations, 22, (2005), 223-239.
[77] J. J. Nieto, R. Rodriguez-Lopez, Existence and uniqueness of fixed points in partially ordered sets and applications to ordinary differential equations, Acta Math. Sin.(Engl.Ser) 23, (2007), 2205-2212.
[78] S. Oltra, S. Romaguera, E. A. Sanchez-Perez, Bicompleting weightable quasimetric spaces and partial metric spaces. Rend. Circ. Mat. Palermo, 51, (2002), 151-162.
[79] S. Oltra, O. Valero, Banach's fixed point theorem for partial metric spaces. Rend. Istid. Math. Univ. Trieste 36, (2004), 17-26 .
[80] R. P. Pant, Common fixed points of four mappings, Bull. Cal. Math. Soc., 90, (1998), 281-286.
[81] R. P. Pant, A remark on discontinuity at a fixed points, J. Math. Anal. Appl., (2016).
[82] H. K. Pathak, N. Shahzad, Fixed point results for generalized quasi contraction mappings in abstract spaces, Nonlinear Anal., 71, (2009), 6068-6076.
[83] A. Petrusel and I. A. Rus, Fixed point theorems in ordered L-spaces, Proc. Amer. Math. Soc. 134, (2006), 411-418.
[84] R. L. PlunKett, A fixed point theorem for continuous multivalued transformations, Proc. Amer.Math. Soc., 7, (1956), 160-163.
[85] S. Radenovic, Z. Kadelburg, Generalized weak contractions in partially ordered metric spaces, Comput. Math. Appl., 60, (2010), 1776-178
[86] E. Rakotch, A note on contractive mappings, Proc. Amer. Math. Soc., 13, (1962), 459-465.
[87] A. C. M. Ran and M. C. B. Reurings, A fixed point theorem in partially ordered sets and some applications to matrix equations, Proc. Amer. Math. Soc., 132, (2004), 1435-1443.
[88] D. O'Regan, A. Petrusel, Fixed point theorems for generalized contractions in ordered metric spaces, J. Math. Anal. Appl. 341, (2008), 1241-1252.
[89] D. O'Regan, A. Petrusel, Fixed point theorems for generalized contractions in ordered metric spaces. J. Math. Anal. Appl. 341, (2008), 1241-1252.
[90] S. Reich, Fixed points of contractive functions, Boll. Mat. Ital., 5, (1972), 26-42.
[91] B. Rhoades, Contraction type mappings on a 2-metric space, Math. Nachr. 91, (1979), 151-155.
[92] B. E. Rhoades, A comparison of various definition of contractive mappings, Tran. Amer. Math. Soc., 226, (1977), 257-290.
[93] B. E. Rhoades, Some theorems on weakly contractive maps, Nonlinear Anal., 47, (2001), 2683-2693.
[94] I. A. Rus, A. Petrusel, G. Petrusel, Fixed Point Theory, Cluj University Press, Cluj-Napoca, (2008).
[95] V. M. Sehgal, R. E. Smithson, A fixed point theorem for weak directional contraction multifunctions, Math. Japonica, 25, (1980), 345-348.
[96] D. Shehwar, T. Kamran, $C *$-valued $G$-Contractions and fixed points, J. Ineq. Appl, (2015).
[97] W. L. Strother, On an open question concerning fixed points, Proc. Amer. Math Soc., 4, (1953), 988-993.
[98] M. Turinici, Abstract comparison principle and multivariables GronwallBellman Inequalities, J.Math. Ana. and Appl., 117, (1986) , 100-127.
[99] L. E. Ward, Jr., Characterization of the fixed point property for a class of set-valued mappings, Fund. Math.50, (1961), 159-164.
[100] D. Wardowski, Endpoints and fixed points of set-valued contractions in cone metric spaces, Nonlinear Anal., 71, (2009), 512-516.
[101] Q. Xia, The goedisic problems in quasimetric spaces. J. Geom. Anal. 19, (2009), 452-479.
[102] T. Zamfirescu, Fixed point theorems in metric spaces, Arch. Math. (Basel), (1972, 292-298.

