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Abstract
Underwater Wireless Sensor Networks (UWSNs) have been considered to provide
efficient monitoring tasks and help in exploring aquatic environments. UWSNs
composed of small size sensor nodes which are randomly or deterministically de-
ployed in the desired sensing area. The focus of this thesis is energy balancing
with sink mobility through the design of routing strategies for UWSNs. First
and foremost, Dolphin and Whale Pods Routing (DOW-PR) routing, implements
the adaptive transmission range adjustment into a number of power levels and
at the same time select the next PFN from forwarding and suppressed zones.
DOW-PR not only considers the packet upward advancement, but also takes into
account the number of suppressed nodes and number of PFNs at the first and
second hops. This research come up with another two schemes: geospatial divi-
sion based geo-opportunistic routing for interference avoidance (GDGOR-IA) and
Geographic routing for maximum coverage with sink mobility (GRMC-SM). The
former one has opted depth based recovery and later one utilizes vertical and hori-
zontal coordinate adjustment of deployed sinks to provide maximum coverage over
an area. Furthermore, network field is divided into logical cubes by considering
transmission range of sensor nodes. Both the schemes contribute to avoid fraction
of local maximum nodes and improve packet delivery ratio (PDR). Also they can
handle connectivity holes by their proposed recovery mechanisms. Additionally,
Location Error resilient Transmission Range adjustment based protocol (LETR),
Mobile Sink based LETR (MSLETR) and Modified MSLETR (MMS-LETR) for
UWSNs are proposed. To successfully deliver data packets and maximize net-
work throughput along with energy efficiency, LETR calculates Mean Square Error
(MSE). This helps to cope with the inefficiency introduced by geographic routing
(without considering location inaccuracy) in terms of energy consumption and net-
work throughput. The packet delivery probability, packet advancement and MSE
are used altogether in the selection of optimal forwarder node. Finally, an Energy
Scaled and Expanded Vector-Based Forwarding (ESEVBF) scheme contributes the
mitigation of duplicate packets generation due to imbalance of holding time dif-
ference and propagation delay between nodes. ESEVBF uses the residual energy
of the node to scale and vector pipeline distance ratio to expand the holding time.
Resulting scaled and expanded holding time of all forwarding nodes has a signif-
icant difference to avoid multiple forwarding, which reduces energy consumption
and energy balancing in the network with less end to end delay.
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Chapter 1

Introduction

The emergence of Internet has increased the connectivity of human beings at

unprecedented scale. However, the rapid growth of short range networks includ-

ing; Wireless Sensor Networks (WSNs) Bluetooth, Radio Frequency IDentification

(RFID), Wireless Fidelity (WiFi), ZigBee, etc.; the interconnection between nu-

merous devices is inevitable [1]. Now, it is obvious that the interconnection of

the sensors lead to gather information from the environment and forward it to the

fusion centers and that too is done with out humen effort. The sensor equipment

could be different in term of thier processing speed, recognition characteristic etc.

Characteristics of the sersors included their sensing abilities, processing capability,

transmitting and receiving packet information through wireless communication [2].

The applications of the sensor networks are monitoring the environment, serveil-

lance, gas leakage and temperature checks, traffic control, sensing through image

processing and many more [3]. Wireless sensors networks are formed through de-

ployment of small sensors called nodes that could be structured in different network

topologies. The major cause of deployment of sensor networks is to connect data

collection center to receive information. The battery usage must be considered

while designing the network, as it is the primary interest to extend the lifetime

of the network. The lifetime of the network must be extended through balancing

data packet loads among sensor nodes [4].

1
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1.1 Wireless Sensor Networks

Wireless sensor networks (WSNs) is the composition of homogeneous or/and het-

erogeneous interconnected nodes (Figure 1.1), which do communication and sens-

ing from their surrounding nodes and environment. Sensor nodes cooperate with

each other in order to merge individual sensor readings which result in high level

of sensing. Wireless sensor network has many characteristics such as mobility,

communication bandwidth, switching character and limited power of battery. The

UWSNs and terrestrial wireless sensor networks are differ in many ways for exam-

ple on the basis of communication, cost of single node, power generation, prop-

agation delay, node deployment etc. Table 1.1 show the different properties of

underwater sensor networks and terrestrial WSNs.

Figure 1.1: Wireless Sensor Network

1.1.1 Sensors Deployment Parameters

Wireless sensors deployment strategy have significant effect upon the performance

of the Network. In order to optimize performance of the networks, the researchers

describe different parameters which need to be addressed in designing the Net-

works. The performance parameters are:
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1. Sensing Range is the maximum area or distance that a sensor can sense

information sensing range. It depends upon the sensing capability of a node.

2. Transmitting Range is the Omni-directional region around the nodes that

can transmit signal.

3. Node Redundancy is the amount of coverage region of interest in which one

or more nodes are deployed as node redundancy. For instance if m number

of sensors covering sensing area is called as m−coverage.

4. Link Redundancy is the degree of average number of links/paths availabil-

ity for information routing. For instance if k number of nodes can forward

packets with certain range than it is called as k-connectivity.

5. Link Characteristics is the physical propertry of the medium that have

direct effect upon the quality and reliability of the communication between

nodes. The range of the network is also dependent upon link characteristics,

thats why it is important consideration while implementing sensors deploy-

ment strategies.

6. Network Energy Before deducing sensors deployment parameters it is highly

desirable that the network must be energy conscious. The network energy

conservation is an important parameter for designing deployment strategy.

7. Obstacle awareness The algorithms adopted to cater the interferace of

obstacles between the communication link of the sensor nodes.

1.1.2 WSNs Classification

WSNs can be classified in accordance with different properties of the network, for

example homogenous and heterogeneous networks. In homogenious networks all

the sensor nodes have same capabilities while in heterogeneous networks the nodes

may have different capabilities. The capabilities may include initial energy, energy

usage rate, processing efficiency and sensing region, etc. [5]. Beside the kind of the

network, the routing strategy play important role to optimizes the performance
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parameters. The following points must be considered while designing the routing

protocol in order to optimize results.

• Least energy consumption route is the primary concern of the routing proto-

cols.

• Optimal traffic load balancing contributes significantly to prolong the lifetime

of the network. Nodes may deplete earlier if load distribution is uneven and

a source of producing void holes.

1.1.3 WSN Routing Classification

To deal with the above mentioned challenges, significant efforts have been made

by the researches to cater with the scarce energy resource of the sensor networks.

Routing protocols can be divided into three basic categories it includes: flat, lo-

cation based and hierarchical based routing. In flat networks, all the sensor nodes

have same capabilities and perform forwarding of information through homoge-

neous network [6]. In location based routing, the geographic position of the nodes

is estimated and routing path selected for data packet transfer [7]. In hierarchical

based routing, the nodes form the small chunks of networks and then in turn these

small network are interconnected each other. The advantage of those networks is

that it is scalable in nature. The examples of hierarchcal based routing are cluster

routing and ring routing [8]. It uses greedy strategy for routing and it is delay

efficient and scalable [9]. The itemized text below represent few benefits of ring

routing:

• It focuses on restricted amount of broadcasting to achieve speedy packet de-

livery.

• Ring routing is appropiate for event driven applications.

• It is independent on the dynamic position of the sink.
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1.2 Underwater Wireless Sensor Networks

UWSNs composed upon the limited capacity sensor nodes that are interconnected

through acoustic links. The primary task of the sensor nodes is to collect data and

communicated to the sink(s) that is/are floating at the sea surface that forward(s)

data to the onshore monitoring station. Sensor nodes are deployed in underwa-

ter environment to form a SEA swarm architecture Figure 1.2. Communication

in the underwater environment poses many challenges for all the communication

approaches that have been considered [10] e.g., radio or electromagnetic [11],[12],

optical [13],[14], and acoustic communication modes [15],[16]. UWSNs have been

considered to provide efficient monitoring tasks and help in exploring aquatic en-

vironments.

Earth Station

Satelite

Radio link

Acoustice link

Sink Node

Relay Node

Anchored Node

Figure 1.2: Underwater Sensor Network
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Table 1.1: Comparison of average properties of WSN and UWSN

Features UWSN WSN
Signal Acoustic Radio

Bandwidth of signals 5kHz-15kHz 3kHz-300GHz
Speed of signals 1500 m/s Speed of light
Node status Mobile nodes Static and Mobile nodes

Communication Based on acoustic signals Based on radio signals
Cost Expensive Less expensive

Battery power Difficult recharge Easily rechargeable

1.2.1 UWSNs Applications

There are several applications in UWSNs like monitoring aquatic life, underwater

vehicles, tsunamis, seaquakes, floods, oilfields, pollution, mine recognition, mili-

tary surveillance [17], harbor monitoring, oceanographic data collection, seaquakes

monitoring, submarine tracking, and many others [18], [3], thus they have gained

much attention of scientists and researchers.

1.3 UWSN Routing strategies

UWSNs routing strategies includeGeographic Routing which is the most scal-

able and promising technique for UWSNs [19]. It does not require a complete route

from source to destination. Also, there is no need to update routing states during

each transmission [20]. In geographic routing, the nodes close to the destination

are selected as next hop forwarders. In Opportunistic Routing (OR), the se-

lection of next hop forwarder node is done on the fly. In OR, group of nodes

are selected that are assumed to become next hop forwarder nodes. The node

which receives the packet continues to forward the packet towards next hop. The

priorities assigned to each node are different using different metrics. While, the

node with the highest priority among other nodes is selected first for forwarding

data towards the destination. The node with next highest priority is chosen if the

highest priority node fails to do so. The low priority nodes stop their scheduled
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transmissions if they sense the successful data forwarding from the highest prior-

ity node. Geo-opportunistic routing is more useful underwater routing in terms

of minimizing the energy consumption with high PDR, however, it has void hole

problem [21]. The void hole occurs when a node fails to find next hop forwarder

node within its transmission range and such node is called a void node due to

its presence in communication void hole as it stops the data delivery towards the

sonobuoy.

1.4 UWSN Challenges

Smart Coasts (SCs) are one of the key factors for the sustainable community [22].

Main objectives of the SC are to monitor the quality of water, the ecosystem, water

pollution, seismic activity and management of the coastal zone(s). All of these

objectives are hard to achieve without continuous detection, collection, monitoring,

and management of the oceanographic parameters. This uninterrupted collection

and communication of the aquatic parameters are not possible without Underwater

Sensor Networks (USNs) [23], which is one of the key technology in the realm of

SCs.

The goal of the any routing protocol is to compute the routing path that consume

minimal energy of the network. To achieve this, the balancing of the network

traffic is the primary concern. The nodes which are used more frequently for data

transfer dead earlier. Underwater sensor networks undergoes through different

challenges, few of them are identified below:

1. The underwater medium offers severe attenuation to radio and optical waves

and therefore the strength of the signal disappeared at a very short distance.

On the other hand optical waves require precise line of sight link between

transmitter and receiver. It is commendable to opt the most feasible method

of communication in underwater environment that is acoustic communication.
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2. Nevertheless, acoustic communication also faces challenges like long propa-

gation delays due to low speed of sound in underwater environment that is

1500 m/s.

3. High bit error rate and multipath fading is observed due to low data rate and

high noise.

4. Limited bandwidth due to high attenuation and multipath effect in acoustic

channel.

5. Moreover, sensor nodes are battery powered devices and replacement of bat-

teries incurs high cost and complexity.

6. Water currents present in underwater environment cause additional energy

expenditures due to node mobility.

7. Paths establishment and maintenance becomes one of an utmost importance

for routing in the UWSNs [24].

8. Creating links between nodes has become a difficult task in UWSNs due to

path loss, high attenuation and high error probability.

9. The deployment strategy of sensors and the imbalanced energy consumption

results in void holes creation.

10. Global positioning systems provides an expensive and power consuming so-

lution to the localization problem. However, erroneous nature of local posi-

tioning system affects communication between network nodes.

11. Communication void areas are major hurdles in successful data transmissions.

1.4.1 Research Questions

Question 1 How efficient forwarding node selection is performed to alleviate cov-

erage and energy holes?

Question 2 Role of sink mobility in network for lifetime improvement. Do sink

trajectories play any role in achieving maximized network lifetime?

Question 3 How to maximize the network performance through designing a fast
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and reliable routing protocol?

Question 4 How linear optimization is proved to be effective in terms of mini-

mizing the energy consumption of nodes?

Question 5 Why geographic routing paradigm seems promising choice for data

transmission in severely limited acoustic communication channel conditions?

Question 6 If a node fails to find any neighbor node within its defined maximum

transmission range level, than how it recovers communication void regions using

depth adjustment technology?

Question 7 How holding time suppresses data broadcasts? and how can it keep

energy and delay fairness in the network?

Question 8 Can energy efficiency and energy balancing are achieved by employ-

ing the normalized residual energy information of the neighboring nodes in the

holding time and suppressing more number of packets?

Question 9 How minimizing tradeoff between energy consumption and other im-

portant parameters that included PDR, E2ED, number of void holes, APD etc.?

This dissertation, limited in scope to routing only, aims at energy efficient so-

lutions to prolong the lifetime of UWSNs. A few of the above mentioned re-

search issues/questions have been investigated and resolved through state of the

art routing protocols proposed in this research. Specifically, this research convinc-

ingly contributes towards the solution of problems of energy balancing (research

question 8), void and energy holes (research question 1) and role of sink mobility

(research question 3).

1.5 Research Aims and Hypthesis

Besides all minor goals, the main focus of this thesis is to:

Analyze and design routing strategies that ensure significant energy conservation in

UWSNs by reducing consumption. The energy or void hole reduction phenomena

is also linked with the energy-rich routing algorithms. Moreover, all challenges

mentioned in section 1.5 are positively addressed by the state of the art routing
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protocol proposed in this thesis.

The idea of the research is to deploy the sensor networks in underwater environ-

ment through simulation setup. The cooperative routing linkages between the

sensor nodes around the local area are found to be effective in solving the energy

scarcity problem. This thesis utilizes the sink mobility in area of interest along

with power transmission level control in order to achieve precise and targeted goals.

The research also presents the need of knowledge regarding the local neighbors of

node in a network to make efficient routing decisions. The implementation of such

energy-aware routing protocols can minimize the energy consumption and prolong

the network lifespan. The fundamental hypotheses are then that:

Sensor nodes are: i) capable to sense data from the environment, ii) share informa-

tion with the surrounding sensor nodes iii) simple and complex linear optimization

in calculating the holding time of packets received from the predecessor nodes, iv)

capable of knowing its position relative to its neighbors in transmission range.

Thus, the thesis utilizes the above mentioned hypotheses at the node level and it

seems to be beneficial in balancing the traffic load and hence reducing the energy

conservation in homogeneous underwater wireless sensor networks.

1.6 Research Methodology

1. In the initial phase, a comprehensive literature review of the related routing

protocol in underwater sensor networks (UWSNs) has been conducted. Fur-

thermore, research related to energy balancing with sink mobility in UWSNs

has been extensively explored.

2. Critical examination of dependent parameters, that are directly affected by

the implementation of energy and traffic load balancing in UWSNs routing

protocols have been studied. This includes parameters such as energy tax,

fraction of void nodes, throughput, computation overhead, end to end delay

etc.
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3. Furthermore, limitations and challenges of state-of-the-art UWSNs energy

minimization and void hole routing protocols have also been explored and

identified.

4. Development of a mathematical model for the abovementioned routing pro-

tocol that is based on energy balancing with sink mobility.

5. Extensive simulations have been conducted in order to measure the perfor-

mance and efficiency of proposed routing techniques and thus validate the

mathematical model. In addition, the comparison of the proposed method

will be done with the existing techniques.

1.7 Thesis Outline

This thesis is organized as follows: Chapter 2 gives the detail of the literature

review of the WSN and UWSN routing Protocols. In Chapter 3, to improve the

performance of the existing WDFAD-DBR scheme, a routing protocol DOW-PR

has been proposed. In DOW-PR protocol, the forwarding zone region is divided

in to small horizontal transmission levels. The forwarder is selected from poten-

tial forwarding and SUPs zones. The adaptive nature of transmission power level

helps to reduce the significant amount of network energy. The other attractive

feature of this protocol is to consider the number of hops involved for packet

transmission from source to sink. In case, if there is unavailability of node in

potential forwarding zone the protocol select forwarder from the suppressed re-

gion and therefore effectively cater with the void hole problem. In Chapter 4,

geospatial division based geo-opportunistic routing scheme for interference avoid-

ance (GDGOR-IA) assisted with void recovery mechanism has been proposed.

Along with this the second scheme, geographic routing for maximum coverage with

sink mobility (GRMC-SM) aims to provide maximum coverage over the interest

field. Chapter 5 presents four routing protocols: Location Error resilient Trans-

mission Range adjustment based protocol (LETR), Mobile Sink based GEographic

and Opportunistic Routing (MSGER), Mobile Sink based LETR (MSLETR) and
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Modified MSLETR (MMS-LETR). In Chapter 6, ESEVBF routing protocol uses

the residual energy related to each individual sensor to stretch the holding time

difference among the nodes. Consequently it is observed that the correponding

increase in hoding time difference and therefore there are avoidance of duplicate

packets. Hence significant amount of energy conservation saved and fair balanc-

ing in network energy resulted. Chapter 7 sum up the thesis and present precise

conclusion of the research.



Chapter 2

Literature Review

2.1 Introduction

This chapter thoroughly discusses state of the art routing protocols. It contributes

in finding out the research challenges and their respective solutions by critical

examination of the dependent and independent performance parameters. It also

reviews the energy efficient algorithms used in those protocols and their comparison

on the basis of performance metrics like energy tax, packet delivery ratio, end-to-

end delay etc. Moreover the limitations and tradeoffs are carefully investigated.

This chapter is structured as follows: section 2.1 discusses the terrestrial WSN

routing protocols in detail. To sum up the detailed discussion regarding WSN

issues a comparison of various routing protocols are proposed in table 2.1. Section

2.3 explores the underwater wireless channel characteristics in detail. Section

2.4 discusses the classification of underwater routing protocols along with their

comparison with one another.

2.2 WSN

A significant amount of research carried on to improve the wireless network effi-

ciency using different routing protocols. HORA [25] protocol proposed by sahoo

13
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et al. which addresses to the void holes problem through hole repair algorithm

. The proposed algorithm considers the movement of sensor nodes. Each node

checks it status whether it is Cross Triangles (CT), Hidden Cross Triangles (HCT)

or Non Cross Triangle (NCT) in order to minimize overlapping region. Neighbor

node with highest overlapping region will move towards coverage hole to fill the

gap. HORA helps to improve network lifetime and maximizes the throughput but

its application in delay sensitive area degraded due to hole repairing process.

Energy hole is one of the major factor which minimizes the network lifetime.

Death of the nodes in the innermost region of the sink minimizes the network

performance. Some of the proposed routing protocol adopted the different power

levels for transmission of the packets, for example "Load Balancing Technique”

(LBT) [26]. However, LBT donot considered the void or enegy hole in the net-

work. Khan et al. [27] proposed solutions to cater with energy/void holes with

homogeneous and heterogeneous nodes in the network. After receiving the chunk

of data by the super nodes then they schedule their energy levels and therefore

significant energy is saved. Although, the energy is conserved but still void hole

problem persists. To aim the balancing of energy consumption among the network

nodes Li et al. [28] uses the ring topology and compute the energy and traffic load

of a single node. It is observed from the simulation that, the nodes near in the

vicinity of the destination need to bear a more load as compared to the nodes far

away from the sink. It is therefore the near vicinity nodes depleted earlier and

causes the energy hole. Moreover, Rasheed et al [29] also present model “Energy-

efficient HOle Removing Mechanism” (E-HORM). To overcome energy hole. In

the propose scheme sleep scheduling mode is adopted for energy saving. The nodes

nearer to the destination are selected and transmission energy is computed based

upon the distances. An energy threshold “Eth” is defined. If a node energy level

falls below this Eth, it cannot transmit data. The propose scheme able to maximize

network lifetime and stability period in expense of delay. Jewel et al. [30] propose

an “Improved Hole Detection Healing and Replacing Algorithm for optimal cov-

erage in WSNs” (IHDHRA). The proposed protocol presents the energy efficient

algorithm that utilizes the reduction of the probability for regeneration of packet
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or loss of data. It also introduces the mechanism to replace the energy void node

with other node in the network. It is observed that the protocol proposed is good

enough to elongate the lifespan of the network. However the robustness degraded

the performance of the network.

Fair energy distribution in the network nodes is proposed by Ekal et al. [31].

A corona based model is considered such that to balance the energy among the

nodes. Required energy of every node is calculated based on its initial energy in

respective corona and corona load. The proposed model aim to improve network

lifetime. However extra energy is provided to these nodes which is not a best

solution for lifetime maximization. Lu et al. [32] propose an“ Energy-Efficient

Data Sensing and Routing in unreliable energy-harvesting WSNs” (EEDSRS) that

carry the sensing mechanism and routing of the packets. Performs both data

sensing and data routing. EEDRS presents the three stages of algorithm. Initially

the link quality is calculated by using AEW algorithm. Second, a distributed

energy efficient rate allocation is performed for data sensing and routing for lifetime

maximization through optimal data sensing rate. In last, data is routed through

the links via energy efficient path. The algorithm aims to optimize the network

performance but it is purely a MAC layer protocol which increases the complexity.

A mixed transmission strategy is propose in [33] for energy balancing. The most

important parameter addressed in this protocol is to check the link reliability and

immediate neighbor nodes amount. It in turns gave a better results to prolong the

network age but had to compromise the end to end delay.

Kumar et al. [34] acheived improved network lifetime on the basis of location

based algorithm.It mitigate rebroadcasting of the information packets through the

Forwarding Search Space (FSS). Forwarder picked up among neighbors on the basis

of its advancement distance to destination and angle. Due to greater number of

calculations involve in selection of data forwarder it delays the performance of the

network. Data aggregation is one of the useful concept in WSNs. To cater with

repeated transmissions of a information packet, the researchers work on to resolved

the issue and present the optimal solutions for energy minimization.Because of this

cause an “Energy Efficient Ant Colony algorithm” (EEAC) is proposed by Lin et
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al. [35] in order to collect information from the network nodes. In the propose

algorithm the authors uses residual energy of the node to optimize the selection

of the best forwarder. Although the scheme compromises the scalability of the

network but on the other hand it prolong the age of the network. Liu. [36]

present a transmission strategy called “An Optimal-Distance based Transmission

Strategy for lifetime maximization of wireless sensor networks” (ODTS) using ant

colony optimization technique. In this scheme, movement of the each ant between

different circular regions of the coverage area is considered for information flow

towards the sink. Two algorithms included MEED and MEBD are considered to

pick the optimal energy efficient path. The proposed scheme works better in sparse

network as compared to dense network.

Energy consumption is one of the major factor which decreases the performance

of the network. An energy efficient routing protocol is must in this case. Ghaffari

et al. [37] target the number of hop count towards the sink in order to select the

next hop forwarder. It selects nodes that have minimum distance from the sink.

Moreover it also identifies the link quality while selecting minimum hop counts.

Network lifetime is improved in dense area network however its performance is

degraded in sparse area network due to the unavailability of potential relay nodes

in the upstream region. In order to maximize network performance Jin et al. [23]

propose an “Energy Efficient tree based Data Collection Protocol” (EEDCP-TB)

for data gathering using cascading time mechanism by efficiently allocating time

slots in order to save nodal energy. EEDCP-TB helps in maximizing network life-

time in expense of delay. “Lifetime Maximizing Dynamic Energy efficient routing

protocol” (LMDE) is proposed by Bhattachargee et al. [38] to optimize network

performance. The routing mechanism use remaining energy of nodes for data for-

warding. The scheme improves the network lifetime however fails to control the

scalability and data redundancy. The authors in [36, 39–41], target the energy

constraint and succeeded to improve the energy consmuption of the node in the

network through balancing.
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Table 2.1: Comparison of the State of the Art in WSNs

Protocol Technique
Used Metrics Parameters

Achieved
Parameters

Compromised

HORA [25] Multi-hoping Energy and
distance

Network
lifetime

Transmission
Delay, Energy tax

LBT [26] Multi hop ring
routing

Energy and
Distance

Network
lifetime Energy Hole

NEHA [27] Sleep schedule,
multi-hoping

Energy and
Distance

Network
lifetime

Energy tax, E2E
delay

E-HORM
[29]

Sleep schedule,
multi-hoping

Energy
threshold,
distance

Network
lifetime

E2E delay
increases

IHDHRA
[30]

Node
replacement

Forwarder
function and

energy

Network
lifetime

Scalability and
Robustness

EEDSRS
[32]

Data sensing,
Data routing Link Quality Network

lifetime
MAC layer
protocol

EEAC [35] Ant colony
optimization Energy less energy

consumption
Scalability and
Robustness

ODTS [36] Ant colony
optimization

Distance and
Energy

Network
lifetime

Performance
degraded in dense

area network

EEDCP-
TB
[42]

Data gathering
Tree based
Routing

TDMA Network
lifetime

E2E delay
increases

LMDE [38] Multi hop
Routing Energy

Network
performance
optimizes

Scalability issue

2.3 Underwater Propagation Model

This section, present the underwater propagation model from [43]. The path

loss due to unobstructed propagation path for a signal having frequency f over a

distance d is given as:

A(d, f) = dku(f)d (2.1)

Where k denotes the spreading factor. For cylindrical spreading, k = 1, value of

k for practical scenario is 1.5 and for spherical spreading, value of k is 2. u(f)
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is the absorption coefficient generally described in dB/km. Thorp’s formula [21],

[44], [45] used in underwater to minimize the effect of noise:

10logu(f) =
0.11× f 2

1 + f 2
+

44× f 2

4100 + f
+ 2.75× f 2 + 0.003 (2.2)

The average Signal to Noise Ratio (SNR) [21] is given as:

Υ(d) =
Eb/A(d, f)

No

=
Eb

Nodku(f)d
(2.3)

Where Eb represents per bit average transmission energy, No is the noise power

density in non-fading Additive White Gaussian Noise (AWGN) [21]. Rayleigh

fading is used for small scale modeling. The purpose of using Rayleigh fading is to

find out the dominant signal in case of multipath fading. Like [46], the probability

distribution of SNR is given by:

pd() =

∫ ∞
0

e−Υ(d)

Υ(d)
(2.4)

Also the probability of error [21] is given as:

pe(d) =

∫ ∞
0

pe()pd()d (2.5)

Where, pe() is the error probability for a random modulation for a defined SNR

. BPSK modulation is widely adopted in [24], [47]. In BPSK, a bit is carried by

each symbol. The bit error probability over a distance d taken from [47] is:

pe(d) =
1

2
(1−

√
Υ(d)

1 + Υ(d)
) (2.6)

The packet delivery probability for m bits data transmitted is given by:

p(d,m) = (1− pe(d))m (2.7)
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2.3.1 Acoustic Signal Velocity in the Underwater Environ-

ment

Different factors affect the speed of acoustic waves i.e., temperature variation, pres-

sures at different layers of the sea and salinity of the water. Mathematically, it can

be related as [48]: c = 1446.96+4.591T−5.305×10−2T 2+2.374×10−2T 3+1.340(S−

35) + 1.63×10−1D+ 1.675×10−7D2−1.025×10−2T (S−35)−7.139×10−13TD3,

where c represents the velocity of the acoustic signal in m/s , T represent the tem-

perature in degree Celsius, S is the salinity in parts per thousand and D represents

the depth in meters. The sound speed increases with the increase in temperature

as shown in Figure 2.1 and speed of sound variation with respect to salinity shown

in Figure 2.2. The above Equation is valid for 0 C ≤ T ≤ 30 C, 30 ≤ S ≤ 40

PPT, 0 ≤ D ≤ 8000 m.
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Figure 2.1: Speed of sound vs. temperature.
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Figure 2.2: Speed of sound vs. salinity.

2.3.2 Acoustic Signal Reflection and Refraction in the Un-

derwater Environment

Channel geometry and its reflection and refraction properties influence the impulse

response of an acoustic channel. The total count of major paths for propagation

and their relative delays and strengths are also determined by these characteris-

tics. Strictly speaking, the number of signal echoes is infinitely large, but after

discarding those which have undergone multiple reflections and thereby lost much

of their energy, left with only a few significant paths. The longest path delay gov-

erns the total multipath spread, which is to the tune of tens of milliseconds. Such

values are usually reported in shallow-water experiments [49]. The dispersion of

individual paths is significantly lesser than the total multipath spread. Therefore,

for systems with maximum frequencies significantly below the channel cutoff (sev-

eral tens of kilohertz in simulations), it can be ignored. For systems currently in

use, this is typically the case.
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2.4 UWSN Routing Protocols

A multi-modal communication is proposed by O’Rourke et al. [50] using radio and

acoustic communication simultaneously. Sensor nodes are equipped with acoustic

communication modem (Figure 2.3). The information is delivered to sonobuoy

through radio signal. An information is sent to node for the selection of data

forwarder. The proposed algorithm helps in determining the set of surface nodes

for data forwarding. The major disadvantage of the proposed mechanism is the

high end to end delay due to movement of node at new depth until it reaches to

the surface in order to transmit the data towards the destination. A distributed

algorithm Hop-by-Hop Dynamic Addressing based protocol for monitoring of long

range underwater pipeline is proposed by Abbas et al. [51] which assigns dynamic

hop address to every node that participates in data forwarding process. It improves

the PDR on the expense of high energy consumption. The comparison of the state

of the art work in UWSNs is shown in Table. 2.2.

ACOUSTIC 

MODEM

CPU- ONBOARD

CONTROLLER

POWER

SUPPLY

MEMORY

SENDOR 

INTERFACE

CIRCUITRY

SENSOR

Figure 2.3: Sensor Architecture
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2.4.1 Geographical Routing

Geographic routing utilizes location information for path establishment between

source and destination. Geographic position information is used to send packet

towards closer destination at each hop till packet reaches the sink. Unlike the

proactive routing that bears large communication overhead due to full path dis-

covery and maintenance, geographic routing relies on one or two hop information

for routing tables. This feature enhances scalability of large sensor networks. In

geographic routing, services like geo-casting can be used to get geographic infor-

mation for data forwarding within a geographic region [52].

In existing literature, various routing schemes and protocols have used position

information of sender and receiver node for routing purposes. Such as Vector

Based Forwarding routes data within the confined pipeline along the virtual vec-

tor drawn from sender to receiver. Relative distance of sender node and virtual

vector is taken with in a threshold. Beyond a certain distance between node and

virtual vector, sender node has to drop the packet. In dense network regions, a

more number of nodes take part into forwarding process that leads towards redun-

dant paths for improved packet delivery at the cost of high energy consumption.

Considering this shortcoming, authors proposed self-adaption algorithm based on

position information of sender node and receiver node with respect to virtual vec-

tor in a virtual pipeline. According to this information, suitableness of a node is

calculated for routing the data towards destination [53].

2.4.2 Sender and Receiver based Routing

Considering geographic information, this section categorize the existing protocols

and schemes into two hierarchies: sender based and receiver based underwater

routing protocols as tabulated in Table I. These hierarchies are further divided

into two streams based on information type: either location information or depth

information as shown in Fig. 2.4.
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Sink mobility assisted 

schemes

CSEEC, GMRE

Figure 2.4: Classification of existing routing protocols

2.4.3 Depth based Routing

The existing receiver based underwater routing protocols using geographic infor-

mation for routing are Depth Based Routing (DBR), Delay Sensitive Depth Based

Routing (DSDBR), Hop 2 Hop Dynamic Addressing Based (H2-DAB) routing,

etc. The sender based underwater routing protocols relying on geographic in-

formation for routing purpose are Relative Distance Based Forwarding (RDBF),

Routing and Multicast Tree based Geocasting (RMTG), Adaptive Routing Proto-

col (ARP), Diagonal and Vertical Routing Protocol (DVRP), Void-Aware Pressure

Routing (VAPR) protocol and HydroCast.

In [54], authors formulates holding time calculations to reduce latency in the net-

work. This protocol is intended to reduce end to end delay for delay sensitive

applications. H2-DAB routing protocol in [55] uses two part information: node ID

and hop ID for routing the data packet. This protocol is energy efficient because

it does not store complex routing information in routing tables. Whereas, it needs

to update routing table on time for effective data transmission.

In [56], VAPR protocol exploits two hop depth information and hop counts to

select next hop forwarder. It is easier to get depth information as compared to
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location coordinates. VAPR opts two fold procedure: enhanced beaconing and

opportunistic directional data forwarding. A node initiates a beacon containing

information like its depth, data forwarding direction and hop count in the first

phase of communication. In the second phase, sensors relay the data packets on

the basis of direction of flow at first and second hops. The mechanism ensure the

flow of the data packets on the upward direction towards the sink. Due to efficient

beaconing, VAPR is robust against failures and node mobility. In [45], hydrocast

routing protocol uses pressure information of sender node, neighbor nodes and two

hop neighboring distance. During forwarding process, hydrocast selects a set of

neighboring nodes based on greedy advancement towards destination, considering

hidden terminal problem as well. Both VAPR and hydrocast maintain routing

path to avoid void holes at the cost of high energy consumption.

DBR [57] is proposed by Yan et al. that consider the depth of nodes to find the

next hop forwarder nodes. Low pressure nodes are selected as neighbor nodes for

data transmission. The proposed scheme minimizes the energy consumption of the

network, however it fails to optimize network performance when void node appears

in the network. The node fails to find forwarder node in its transmission range

thus the performance of the network is degraded due to presence of void nodes. To

extend the idea of DBR [57], RPR [58] uses encryption and decryption mechanism.

In RPR, the payload and packet header are encrypted. A pair of keys (public and

secret keys) are given to each node and a generated pair of key certificate is issued

to nodes by a trusted party. Information shared between nodes is encrypted using

the Network wide Security Key (NSK). During the data forwarding phase, the

packet payload is encrypted with a Gateway Pubic Key (GPK) and encryption of

packet header at each forwarder node is done using NSK. After a node successfully

receives a packet, it decrypts the header and checks whether the packet is signed

by a valid node or not. Only the packet with a proper signature is accepted for

routing.

The authors in [59], propose a Weighting Depth and Forwarding Area Division

DBR routing protocol (WDFAD-DBR) that takes into account the depth difference

between two hops to overcome void nodes. A Reuleaux triangle is introduced in
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WDFAD-DBR such that each node overhears the transmission of high priority

node to avoid redundant transmission. The priority is based on its depth from its

sonobuoy. If a high priority node starts its data transmission, the nodes with lower

priority suppress their transmission. This scheme achieves high PDR in sparse

case, less energy consumption and minimum delay level. However, the scheme

fails to improve network performance in dense area network due to robustness.

The work presented in [60] and [61] adjusts depth of sensor nodes to eliminate void

hole problem in static USN architecture. The proposed centralized and distributed

topology control mechanism determines isolated and void nodes to adjust depth

of nodes to a new location.

2.4.4 Location Based Routing

In RDBF, an efficient route search towards destination is performed using location

information. For finding suitable node for forwarding process, a fitness function

is defined based on distance with respect to sink. Hence, nodes closer to the

sink have higher priority to get selected as forwarder nodes. In order to avoid

redundant transmissions and collisions, if a node overhears same packet transmis-

sion from another node, it simply drops the packet. Residual energy threshold

is maintained for efficient energy consumption. However, accurate position in-

formation is required for each node for successful communication, which is hard

to obtain in underwater environment [62]. The RMTG geocast routing protocol

relies on multiple pieces of information, such as location information of nodes and

their neighbors, route discovery for selection of node closest to the destination

and route maintenance. This protocol has addressed problems like void hole and

link breakage. A multicast shortest path is formed for packet transmission within

the intended geographic region [63]. Vector based forwarding (VBF) has been

proposed in [53]. VBF considers node location information and forwards packets

through all the intermediate nodes that lie in the virtual pipeline between source

and destination node pairs. When a node receives a packet from the downstream

node, it first checks whether it is within the virtual pipeline or not. If a node is
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within the virtual pipeline, then it computes holding time using the desirableness

factor of the forwarder, α, maximum predefined delay, and the propagation de-

lay towards the edge of the transmission range of the sender node. Desirableness

factor includes the ratio of the node’s distance from the center of virtual pipe

and width of the virtual pipeline plus the distance from the sender node. Every

time when the same sender forwards the packet, the specific number of node(s)

at around closer to the center of the virtual pipeline depleted earlier. It has been

observed from the simulations that when network become more dense then the

delays between the neighbor nodes decreases and therefore the balance between

holding time differences degrade the network performance. Therefore, enormous

loss of energy seen and packet delivery ratio suffered. The radius of the pipeline

is not fixed in the VBF. Finally, in a sparse network scenario, it is really hard

to find nodes within the virtual pipeline between sender and the sink node pairs.

In other words, there must exist a single path inside the virtual pipeline between

sender and sink to successfully forward packet towards the sink, which is hard in

the sparse network scenario.

Instead of using a single virtual pipeline between sender and the Sink node, authors

proposed hop-by-hop VBF (HH-VBF) [64] that forms a separate pipeline between

the Sink and each forwarding or relaying hop. The authors assume that is better

to form a hop-by-hop relative pipeline to find more suitable packet forwarders.

The radius of the pipeline is similar to the transmission range of the node. The

holding time computation in HH-VBF is not different than the VBF. HH-VBF

fairly improves the packet delivery ratio compared to VBF because it increases the

chance of finding more suitable forwarder within the hop-by-hop virtual pipeline.

As VBF, HH-VBF fails to provide energy fairness within the network.

The authors in [65], proposed Adaptive HH-VBF (AHH-VBF). It is claimed that

AHH-VBF adaptively adjusts forwarding distance and the transmission power.

The forwarding distance regulated base on the 1-hop neighbor density at each

hop and the transmission power is computed to the maximum distant forwarder

in the range. The radius of the hop-by-hop pipeline is controlled to reduce the

packet forwarding by many nodes in the forwarding region. In order to achieve
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transmission power and forwarding area adaptiveness, AHH-VBF sends multiple

Request messages at different power levels and maintains the neighborhood table

when it receives Acknowledgement packets in response to the Request. If the num-

ber of neighbors found during this process is less than τ , then transmission power

is set to the maximum power; otherwise, it is adjusted accordingly. The energy

efficiency is achieved through the transmission power adjustment and pipeline ra-

dius. However, several data packet transmissions from the same source node will

always select the same set of forwarders, which violates the energy fairness in the

network as in HH-VBF. Additionally, the power adaptiveness does not guarantee

that avoidance of packet duplication and as well as the potential forwarder selec-

tion. Following is the discussion about the location based routing protocols for

underwater networks that do not consider any holding time.

The concept of directional power adaptiveness to overcome the packet flooding in

underwater networks is also proposed in the Focused Bream Routing (FBR) [66].

Power and flooding angle are gradually increased according to the predefined gra-

dients before forwarding data packets. A node requires to send many Request to

Send (RTS) packets and waits for the Clear to Send (CTS) packets from neigh-

bors in the beam direction. In sparse networks, RTS control overhead at each hop

can consume more energy as well as increase the end-to-end delay for the data

packet. FBR faces RTS and CTS delay, which is reduced by scheme name Layer

by Layer Angle Based Flooding (L2-ABF) [67]. In L2-ABF, the flooding angle of

the data packet in a cone shape towards the upper layer (towards the direction

of Sink node). The power and angle (the length and width of the cone) depend

on the layer distance and relative node speed between sender and the receiving

nodes, respectively. There may be many attempts to send data packets in a sparse

networks and multiple copies may be forwarded in the dense and random network

deployment scenario.

In [68], authors have proposed the state-less, location- and receiver-based routing

protocol named Directional Flooding-based Routing (DFR). All nodes in DFR

knows their own location, location of sink node, and the location their immediate

neighbors. DFR does not employ any holding time, which means that all the nodes
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that receive the copy of a data message will further forward towards upstream.

However, it controls the flooding direction of the data packets within the certain

zone in the direction of Sink node. Size of the flooding zone is adapted with the

upstream link quality. As link quality fluctuates in the underwater environment,

hence the flooding zone may be unnecessarily become wider, consume more energy

and reduce delivery ratio.

A modified Dynamic Source Routing based Location-aware source routing (LASR)

has been proposed in [69]. It uses link quality e.g., expected transmission count

(ETX) and location awareness as a routing metric to forward packets towards

Sink node. As it uses the source routing, therefore, the packet size is directly

proportional to the number of hops that packet has been relayed. Furthermore, it

requires to flood the route request in the entire network to find the suitable route

towards the destination, which drastically reduces the network performance and

consumes network resources.

2.4.5 Energy Based Routing

In ARP, data packets are assigned different delivery priorities that depend on ap-

plication requirement. Higher priority packets are sensitive to delay. So, there is a

fair trade off between delay and packet delivery in ARP. It uses location informa-

tion and it is an energy efficient protocol however, it incurs high communication

overhead [70]. To avoid horizontal communication between same depth sensor

nodes, DVPR opts triangular inequality theorem. According to that, same depth

nodes are avoided using coordinate information of participating nodes in commu-

nication. However, accurate position information is a challenging task itself [71].

Authors in [72], propose EEDBR using both the depth and the residual energy of

nodes to find the next hop forwarder node. The selection of next hop forwarder

node is based on the greedy approach. The source node searches neighbor nodes

within its transmission range. It selects a node having lowest depth and high en-

ergy among others. The packet is delivered to nodes having low depth and high

energy. EEDBR achieves high energy efficiency and throughput, however it fails
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to cope with void node in sparse case which results in high energy consumption

and end to end delay.

In [73], authors present a layered approach for reliable and energy efficient data

transmission in USNs. A binary tree is established from source to destination and

controls propagation power at each hop. The network area is divided into mul-

tiple vertical layers for efficient data transmissions. However, due to multi-path

communication, redundant packets are high in number which results in rapid en-

ergy depletion of sensor nodes. Geographic routing introduces location errors as

discussed in [74] and [75]. The protocols proposed in these papers present loca-

tion error robust routing protocols to minimize energy consumption in geographic

routing techniques. The work in [74] selects node with minimum expectation

value while [75] calculates MSE to estimate location errors. The authors in the

literature, worked for the void hole avoidance, however, none of the void hole

avoiding algorithm implemented location error avoidance scheme. Also, the depth

adjustment based routing protocols like [60], [61] and [18] consumes abundance of

energy during depth adjustment of sensor nodes. However, this excessive energy

consumption issue has not been addressed in these papers. Therefore, the USN’s

lifetime is compromised. On the other hand, most of the location error robust

protocols in literature, like [74], [75], and [76] do not consider void hole problem.

In these papers, the forwarder node discards data packet if it contains no neigh-

bor in its range. In [77], Scalable Localization scheme with Mobility Prediction

(SLMP) protocol is proposed. In this work, mobility patterns for sensor nodes are

predicted in order to minimize localization errors in the network. SLMP divides

localization process into ordinary node localization and anchor node localization.

2.4.6 Pressure Based Routing

Hydrocast pressure routing protocol [45] exploits pressure information of sensor

nodes to route data packets towards surface sinks. The priority of next hop neigh-

bor node is set via a parameter which is calculated using packet advancement

towards sink and the packet delivery link cost. Hydrocast determines a cluster of
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forwarders within the communication range of each other to avoid hidden terminal

problem. A mechanism to deal with the void nodes is also defined in this work.

Whenever, a node finds itself in a communication void area, it searches for a lower

depth node using controlled flooding. Anycast routing is implemented to forward

data to one of the sink nodes.

2.4.7 Sink Mobility Assisted Routing

Cayirpunar, O. et al. [78] proposed a sink mobility based routing strategy for

WSNs in order to prolong network lifetime. This work presents optimal patterns

to mobilize sink. However, high delay may be encountered due to single sink

roaming in whole network field. In another work by S. Chen and W. Lin [79], a

geo-cast technique has been proposed to minimize energy consumption and void

hole problem. The Autonomous Underwater Vehicle (AUV) moves in the network

field according to user defined pattern and collects data from sensor nodes. This

protocol also works for awaking sensor nodes in the next-to-visit region by AUV.

This helps to achieve energy efficiency in the network field. In [80], authors con-

sidered three different scenarios: network field division into zero, two and four

logical regions. The sensor nodes transmit their sensed data to AUV and Courier

Nodes (CNs). Each node transmits data directly to MS when it comes within

direct transmission range of node. Sensor nodes can transmit their sensed values

to CNs as well where they further transmit that data to MS.

The authors in [81] introduced AUV-aided Underwater Routing Protocol (AURP)

to minimize energy consumption in USNs. Multiple AUVs are introduced in this

paper for data gathering. In AURP, the nodes relay/forward packets to gateway

nodes where the gateway nodes transmit data to AUVs. All the AUVs are respon-

sible to gather data from gateway nodes forwarded towards the surface station.

This sufficiently reduces the number of hops towards surface station, and there-

fore energy is preserve from excessive wastage. This Chapter, present a novel

location error aware transmission range and depth adjustment-based routing pro-

tocol to cope with both the void hole problem and localization errors in mobile
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USNs. Another objective of proposed work is to achieve maximum coverage over

the monitoring network region. The proposed work have performed multiple sink

positioning in the way to attain objective up to the maximal extent. As sinks are

mechanically driven devices and a specific cost is associated with them thus, the

sink movement arrangement is such a way that to minimize the total travelled

distance of sinks deployed in three dimensional field. Such distance constrained

problem is addressed in [82], in which sink time profile is monitored. Additionally,

time profiles of all the deployed sinks are monitored and based on that scheduling

is performed. Sink selection and its location are decided based on monitored time

profiles of all the sinks.

In another contribution, authors presented the technique to optimize the network

lifetime. In this technique routing tracks are found prior to transmit the packet by

keeping variable pause time. This differs from proposed approach as the research

have jointly considered routing and sink mobility [83]. In [84], controlled sink

mobility for network lifetime maximization is proposed. Sink moves to balance

energy consumption in the network. In this work, sink mobility is concerned

with optimal sink route finding and then sink moves towards the regions of high

residual energy nodes. Similarly, sink mobility is introduced in [85], focusing on

minimization of energy expenditure. Periodic sink mobility is introduced in this

work to maximize coverage on network field.

In GEographic and opportunistic routing with Depth Adjustment-based topology

control for communication Recovery over void regions (GEDAR) [18], a depth

adjustment based geographic and opportunistic routing protocol is proposed. To

select a set of neighbor nodes for forwarding data towards sink, location informa-

tion of known sinks and sensor nodes is used. Each forwarder node is assigned a

priority using advancement and packet delivery probability. GEDAR avoids re-

dundant transmissions; only higher priority nodes transmit data while other nodes

overhear and suppress their transmission. If a node fails to find any forwarder node

within its vicinity, it displaces to a new location using depth adjustment proce-

dure. According to depth adjustment, void node moves down towards predecessor

node. If the predecessor node is not a void node, displaced node transmits its
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Table 2.2: Comparison of the State of the Art Work in UWSNs

Protocol Features Achievements Limitations

GEDAR
[21]

Geographic and
Opportunistic

Routing

Void hole
avoidance

High energy
consumption,

high end to end
delay

DBR [57] Depth Based
Routing

Improved PDR in
dense area
network

Performance
degraded in
sparse area

EEDBR
[72]

Depth and
Energy Based

Routing

Network lifetime
is maximized via
energy balancing

Redundant
packets, more

energy
consumption

AVN-
AHH-VBF

[44]

Location
Information

Based Routing

Network
performance is

improved

More redundant
packets, high end

to end delay

GBPR [86] Grid Based
Routing Reduced APD

Less efficient for
void hole
avoidance

LCAD [87] Cluster Based
Routing

Increased network
lifetime

High end to end
delay

HMR-
LEACH
[88]

Cluster Based
Routing Prolonged lifetime High end to end

delay

VBVA [89] Vector Based
Routing

Improved PDR,
Less void holes

High energy
consumption, end

to end delay
Hydrocast

[45]
Pressure Based

Routing
Decreases void
node probability

Increase in
overhead

WDFAD-
DBR[59]

Depth Based
Routing

Improved network
lifetime, Less

energy
consumption

End to end delay
is increased

H2-DARP-
PM
[51]

Hop Count Based Improved PDR High energy
consumption

Multimodel
Communi-
cation
[50]

Multimodel
Communication

Approach

Energy fairness,
improved PDR

High end to end
delay

H2-DAB
[55]

Depth Based
Routing Energy efficient Computationally

complex

VBF [53]
Location

Information
Based Routing

Increase in PDR
High energy

consumtption in
dense network

VAPR[56] Depth based
routing

Void hole
avoidance

High energy
consumption
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Continuation of Table 2.2

Protocol Features Achievements Limitations
Movement
Assisted

[61]

Depth based
routing

Void hole
elimination in
static USN

Computationaly
complex
algorithm

RMTG
[63]

Location
Information

Based Routing

Increased
end-to-end delay

Reduced void hole
and link breakage

HH-VBF
[64]

Vector Based
Routing

Improved
throughput

Reduced energy
fairness

FBR [66] Flooding based
routing

Reduced
unnecessary
flooding

Increase
end-to-end delay
due to RTS and

CTS

L2-
ABF[67]

Angle Based
Routing

Improved PDR
and Reduced

E2ED

Multiple copies of
data transmitted

in network

ARP [70]
Location

Information
Based Routing

Energy efficient
High

communication
overhead

DFR[68] Flooding Based
Routing

Limit the energy
consumption

No strategy for
void hole in

sparse network

LASR [69] Link state
MANET Routing Higher PDR

High computation
by tracking
system

Energy
Effiicient
Tree Based

[73]

Binary Tree
Based Routing

Efficient data
transmission with
improved PDR

High redundent
packets, high

energy
consumption

SLMP [77] Location Error
Based Routing

Minimized
location error

High end to end
delay,

computationally
complex

AUV-PN
[90]

AUV Based Data
Gathering

Increased lifetime,
minimum
overhead

AUV not visit all
the network

Sink based
statoin [78]

Sink Mobililty
Based Routing

Improved network
lifetime

High delay due to
sink mobility

Bandwidth
effiicient
data

gathering
[80]

Sink Mobililty
Based Routing

Improved network
lifetime and PDR

High delay due to
sink mobility

ESDR [91]
Event Segregation

Based Packet
Forwarding

Low end to end
delay

High computation
by event

segregation
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data through this node otherwise predecessor also adjusts its depth.

In the realm of UASNs, there is a plethora of research to achieve efficient routing in

the network [92–94]. However, here this research only focus on the specific domain

of routing protocols that are related to proposed scheme. Thus, the previous works

that suppress the packet broadcast in underwater acoustic sensor networks using

node location information [95] and the holding time [57], are discussed in this

section.

In [96], the authors proposed an AUV (which acts as a mobile sink) based dis-

tributed data-gathering scheme to efficiently collect data from the selected nodes,

called path-nodes, instead of traversing the whole network. The path nodes are

the data collection points and are optimally selected to shorten the AUV trajec-

tory as well as achieve network energy efficiency. A mobile geocast or mobicast in

the three-dimensional (3D) AUSN with mobile sink has been investigate in [81].

The main objective of the mobicast is to minimize energy consumption and avoid

energy hole problem during data collection. The whole 3D UASN is divided into

multiple 3D geographic zones that are also called zone of reference (ZOR). The

AUV collects data from the sensor within the ZOR and moves through the user-

defined path. The sensors within the ZOR conserve their energy by only waking

up at the AUV’s visit time.

From the above mobile sink based literature review, it is observed that the sink

mobility improves the network efficiency in terms of end-to-end delay, battery

power, packet delivery ratio, and so on. Hence, any scheme proposed for the

UASN must be tested with and without sink mobility to verify its effectiveness.

2.5 Conclusion

This chapter is about the deep insight to the research in designing the WSNs

and UWSNs routing protocols. The basic knowledge to achieve the objectives of

the research is explored. Initially, this chapter provides the background study of

the terrestrial wireless sensor networks. The requirements and applications of the
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terrestrial and underwater sensors has been presented in detail. Along with appli-

cations, the routing protocols performance dependency on the evaluation metrics

has been investigated. The comparison tables for both terrestrial and underwater

routing protocols has been presented. Moreover, the underwater channel charac-

teristics are discussed in detail.



Chapter 3

DOW-PR DOlphin and Whale Pods

Routing protocol for UWSNs

3.1 Summary of the Chapter

The existing WDFAD-DBR protocol considers the weighting depth of the two

hops in order to select the next Potential Forwarding Node (PFN). To improve

the performance of WDFAD-DBR, DOlphin and Whale Pod Routing protocol

(DOW-PR) has been proposed. In this scheme, the transmission range is divided

into a number of transmission power levels and at the same time select the next

PFNs from forwarding and suppressed zones. In contrast to WDFAD-DBR, the

proposed scheme not only considers the packet upward advancement, but also

takes into account the number of suppressed nodes and number of PFNs at the

first and second hops. Consequently, reasonable energy reduction is observed while

receiving and transmitting packets. Moreover, the proposed scheme also considers

the hops count of the PFNs from the sink. In the absence of PFNs, the proposed

scheme will select the node from the suppressed region for broadcasting and thus

ensures minimum loss of data. This research also come up with another routing

scheme (whale pod) in which multiple sinks are placed at water surface, but one

sink is embedded inside the water and is physically connected with the surface sink

36
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through high bandwidth connection. Simulation results show that the proposed

scheme has high Packet Delivery Ratio (PDR), low energy tax, reduced Accumu-

lated Propagation Distance (APD) and increased the network lifetime.

3.2 Introduction

DBR [57] uses the depth information of the sensor node for flooding the data

packets towards the centralized station. The depth can be found with the help

of depth sensor, which is integrated within every sensor node. The flooding is

omni-directional so any node that is in the range of a sensor receives the packet.

The sensor node adds its depth information to the packet. This depth information

is compared by the receiving node with its own depth. In case the current node is

shallower than the depth information appended in the packet, the receiving node

is a PFN. The PFN holds the packet and sets the timer based on the holding time

computation. In case PFN does not receive any duplicate copy of the packet until

the expiration of the timer, it will forward the packet. On the contrary, if the

node receives a duplicate copy of the packet before the expiry of the timer, then it

will simply drop the packet. In case the receiving node is deeper than the sender

node, it will drop the packet if and only if there are PFN available to source.

WDFAD-DBR) [59] will choose the forwarder node by calculating the weighting

sum of the difference in the depth at two hops. The DBR only considers depth of

first hop PFNs for data forwarding but on the other hand WDFAD-DBR uses the

accumulative depth at two hops nodes. The proposed scheme, DOW-PR protocol

considers the number of PFNs, number of suppressed nodes and the hop count

to select the node for forwarding the packet generated/forwarded by the source

node. Nonetheless, the proposed scheme will select the shallowest suppressed node

for forwarding the packet if the source node suffers from void region towards the

sinks. The proposed scheme will divide the transmission range into different energy

levels, so that the node (if selected as forwarder) that is closer to the source node

will require less amount of transmission energy compared to the node that is far

away. Therefore, the transmission energy will not remain constant through the
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transmission range; rather, it will vary in different energy levels. Furthermore,

another proposed scheme called whale-pod comprised of multiple sinks placed at

the water surface with an additional sink deployed underwater at the depth of

700 m. A high bandwidth physical connection exists between the embedded sink

and the surface sinks. When the packet is received by the embedded sink, it is

considered as a successful delivery of a packet to the destination.

3.2.1 Contributions:

The contributions of the research work have been summarized in the itemized text

below: (1) The optimal set of mapped values for number of potential forwarding

nodes and number of suppressed nodes has been investigated; (2) Significant en-

ergy is saved due to optimal route discovery mechanism; (3) Additional energy

conservation achieved by dividing forwarder region into transmission power levels;

(4) An optimal solution provided to cater for the problem of voids and energy

holes; (5) Performance parameters included in formulating the holding time i.e.,

number of potential forwarder, number of suppressed nodes, hop count; (6) Signif-

icant improvement in end-to-end delay achieved by readjusting the position of sink

nodes; (7) Traffic congestion sorted out by averaging potential forwarding nodes

which forms the basis of item 2. To implement the above mentioned contributions,

the following steps has been taken:

• Selection of forwarder by computing the optimal average number of PFNs of

the forwarding nodes,

• Calculating optimal transmission power adjustment based upon more distant

node from the source node in potential forwarding region,

• Finding the alternate node from the suppressed region for the case if source

node is in a void,

• Carrying out packet holding time calculations to assign priorities,

• Finding the nearest sink for the case if one of the sink is embedded underwater.
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In this chapter, the proposed protocol DOW-PR focuses on selecting the optimal

forwarder. This is very similar to the WDFAD-DBR. Much like WDFAD-DBR,

DOW-PR also considers the weighting sum of depth of the current and the next

expected hops’ sensor nodes. The novelties of the proposed protocol that differ-

entiate themselves from counterpart WDFAD-DBR is mentioned in itemized text

as follows:

• To improve the performance of WDFAD-DBR, a state-of-the-art DOW-PR

routing protocol has been proposed in which transmission range divided into

different transmission power levels while selecting the next forwarding node.

The source node searches for the optimal power level for packet transmission.

• The proposed work consider the additional parameters i.e., number of PFNs

and number of suppressed nodes. WDFAD-DBR does not consider the above-

mentioned parameters due to which a network consumes a significant amount

of receiving energy, especially in dense networks.

• Along with other parameters, the proposed scheme also considers the number

of hops traversed by the packet initiated from the source node. Consequently,

DOW-PR optimizes the shortest possible path and thereby improves the end-

to-end delays.

• WDFAD-DBR does not provide any mechanism for void hole occurrences at

the second hop forwarder. The proposed protocol DOW-PR will select the

node for broadcasting from the suppressed nodes when there is no PFN avail-

able.

• In DOW-PR, the extended version (Whale pod) is proposed in which one of

the sink drown into the water and it is bridged through the physical guided

medium and have no constraint of energy and bandwidth.

The rest of the chapter has been structured as follows. Section 3.3 is about the

identification of the problem and present the problem statement. The system

model is explained in Section 3.4. The experimental setup and simulation outcome

approaches are described in Section 3.5. Performance comparison and analysis

discussed in Section 3.6. Finally, a brief conclusion is proposed in Section 3.7.
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3.3 Problem Statement

The WDFAD-DBR protocol abbreviates the priorities of PFNs in designing the

holding time of the received packets by considering the accumulative depth differ-

ences of the potential forwarding nodes at hops 1 and 2 [59]. WDFAD-DBR does

not only consider the depth of the current node, but also the depth of the node at

the next expected hop. Therefore, weighting sum of the depth difference i.e., H is

the combination of depth difference h between the source node and next PFN and

the depth difference h1 between the PFN at hop 1 to the next expecting PFN at

hop 2. However, WDFAD-DBR does not consider the number of suppressed nodes

and number of PFNs of a source node, which consumes a significant amount of

receiving energy. The reason behind it arises from the fact that a large number

of PFNs result in receiving the packet as well as the high probability of duplicate

packets generated at the first hop and hence excessive transmission energy wasted.

The second important reason is that WDFAD-DBR does not consider the hops

number for a packet to travel through. In case of a void hole i.e., when the for-

warding node does not exist or the existing forwarding node does not have enough

energy to communicate, WDFAD-DBR will drop the packet straight away and

therefore Packet PDR degraded.The proposed protocol considered the number of

suppressed nodes, number of PFNs, and hop count of each potential forwarder

as well as the weighting sum of the two hops neighbors. For instance, if consid-

ering node S as the source node and nodes A and B are the next hop potential

forwarding nodes, as shown in Figure 3.1. WDFAD-DBR will select node A as

a forwarding node, as weighting sum of heights for two hops is greater than any

other path. However, node A having a large number of PFNs will suffer from a

large amount of receiving and transmitting energy due to the chance of initiating

duplicate packets.The causes of duplicate packets has been discussed in Section

3.3.2. The proposed dolphin-pods routing will give preference to node B for for-

warding in order to overcome the above-mentioned problems. When considering

the number of PFNs and number of suppressed nodes, a reasonable amount of

receiving energy will be conserved. Moreover, WDFAD-DBR considers the fixed



DOW-PR DOlphin and Whale Pods Routing Protocol for UWSNs 41

B

A

S

C

d1

t1 t2

d2

h

h
1

r3

r1

r2

h

h
1

Source Node

Best PFN

PFN

h = Depth difference 
b/w source and its 

PFNs
h1= Depth difference 

b/w PFNs and next 
PFNs r1 =Range of S

r2 =Range of B

r3 =Range of A

Figure 3.1: Forwarder node selection scenario

transmission power level for all nodes in the range of a source node, whereas the

proposed scheme divides the transmission range into different transmission power

levels such that the appropriate transmission energy level is used by the source

node to conserve the energy.

3.3.1 Preliminaries

The following notations are used in the proposed DOW-PR scheme:

• Sink Node D: A UWSN sink node (also called destination node) is a type of

node that is placed at the ocean surface or embedded inside water. Primarily,

its function is to collect data from the sensor node and forward it to the base

station through high speed radio link. These sinks or destination nodes can
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be static or mobile. Let D be a set of network sinks, then:

D = (D1, D2, D3, D4, ......, D8, DEM). (3.1)

• Transmission Range (T Sr ) of Node S. Transmission range of node S is an omni-

directional distance from source node S(xs, ys, zs) that currently forwarded

the packet p until where it can transmit the packet p.

• Eligible Neighbors (ENi) of Node i : Nodes that are in transmission range of

a node i. Let N be a set of nodes in a network

N = {n1, n2, n3, n4, · · ·, nk}. (3.2)

Then, Eligible Neighbors of Node i can be expressed as ENi ⊆ N

ENi = {j ∈ N ∧ DIST ij ≤ T ir}, (3.3)

where DIST ij is the Euclidean distance between node i (xi,yi,zi) and node j

(xj,yj,zj) in three-dimensional Euclidean space:

DIST ij =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2. (3.4)

• Potential Forwarders (PFi) of Node i: Potential Forwarders of node i are

those nodes that are in transmission range T ir and their depth (dj) is less than

depth (di):

PFi ⊆ ENi, where

PFi = {j ∈ ENi ∧ dj ≤ di}. (3.5)

• Potential Forwarding Zone (PFZ): Potential Forwarding Zone (PFZ) is the

hemispherical region whose radius is equal to T Sr and each point in PFZ has

lesser distance to the sink as compared to source node. PFZ is the subregion of

T Sr of node S and the nodes in the region are called potential forwarder nodes
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(PFNs), which are next forwarders of packet p. Any point in 3D Euclidean

space q(xq,yq,zq) is considered to be in the PFZ of S, if it satisfies the following

conditions:

DIST qD < DIST SD, DIST
q
S < T Sr , where

a DIST qD is the Euclidean distance between point q(xq,xq,xq) and Sink

D(xD,yD,zD) in three-dimensional Euclidean space:

DIST qD =
√

(xq − xD)2 + (yq − yD)2 + (zq − zD)2. (3.6)

b DIST Sq is the Euclidean distance between point q(xq,xq,xq) and Source

S(xs,ys,zs) in three-dimensional Euclidean space:

DIST Sq =
√

(xs − xq)2 + (ys − yq)2 + (zs − zq)2, (3.7)

Zq ≤ Zs.

Neighbors of node i that are in PFZ of S :

Xi = {ni ∈ PFi | DIST ini
≤ T ir ∧ Zni

≤ Zs}. (3.8)

3.3.2 Causes of Duplicate Packets

Primarily, the duplicate packets are generated due to the following facts:

• Firstly, the holding time of packet p at node i HT pi is computed by a node i

and the timer is started upon successful reception of packet p (refer to figure

1). Node i does not forward the packet when HT pi is on, however, data packets

from neighboring nodes can be received by it, which may be duplicates of p

or other data packets. Before the expiry of HT pi , if node i receives additional

copies of p (a single or multiple copies), it abandons the transmission of p.

However, for the case that no copies of packet p are received before HT pi
expiry, packet p is forwarded by i. Hence, simply by duplicating broadcast

overhead is minimized, which is essential when bandwidth and energy are
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scarcely available resources as in UASN scenario. However, if in case, the

holding time difference between any two nodes A and B (HT pA − HT pB) is

smaller than the propagation delay of a packet p from node A to B, the

duplicate packets will be generated.

• The second reason for generating the duplicate packet is the hidden terminal

problem. In a hidden terminal problem, the source node broadcasts and the

potential forwarding nodes receive the packet. The problem occurs when

the highest priority node broadcasts the packet while some of the potential

forwarding nodes of the source node are not in the range and thus do not

receive the duplicate packet, which causes these packets to be generated.

• Thirdly, relaying packets over multiple hops might result in a failed delivery

of the packet to its destination because of high error rate of the acoustic chan-

nel, path losses and channel impairments. Duplicate packet generation and

transmission become imperative because of the above-mentioned scenarios.

3.4 Proposed Scheme

This section, describes the network architecture, division of transmission range in

different transmission power levels, and selection of suppressed node in the absence

of potential forwarding nodes.

3.4.1 Network Architecture

The network architecture of DOW-PR protocol is composed of sink nodes, relay

nodes and anchored node as shown in Figure 3.2. Sink stations are situated at

the sea roof and consists of radio and acoustic modem in order to communicate

with each other through radio link and with the sensor networks through acoustic

signals. These nodes are centralized stations, which can receive and transmit

signals to the external networks. Anchored nodes are fixed at the seabed and

their task is to collect data from the environment. Anchored nodes are fixed with
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Figure 3.2: Network architecture

the tether [97] and movable with water current or any other disturbance in the

environment. Relay nodes are deployed at different depths, which forward the

received data. Sink nodes can communicate within water through acoustic links

and communicate with the external network through radio links. Basically, sink

nodes are the centralized stations. Since sink nodes can communicate with each

other, the data packet received by any sink nodes will be considered a successful

delivery to the destination. Typical applications of this network include monitoring

of underwater plates in tectonics or environmental monitoring [98].

3.4.2 Packet Types in the Dolphin and Whale Pods Routing

There are three various types of packets in DOW-PR routing protocol, which are

NEIGHBOR REQUEST, ACK and DATA. The source node uses packet NEIGH-

BOR REQUEST to search its qualified forwarding nodes. Its format is shown

as an NR (TID, SID, DP, VA). TID field is a two-bit number that differentiates

between the packets. The TID for NR is “00”. SID abbreviated as ID of the source
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and it is broadcast in the neighbor request message. DP represents the depth of

source node and VA is a one bit number represents the void hole announcement.

The value of VA will be true if the source found a void hole. ACK packet is sent

in reply to neighbor request means the neighbor node send its information. The

format of ACK is ACK (TID, SID, DP). The TID for ACK packet is “01”, SID

presents the identification ID of the current neighbor sensor and DP is the depth of

node sending ACK packet. DATA is the real data and it has header and payload.

The format of DATA is (TID, SID, DID, DP, PID). The TID value for DATA

packet type is “10”, SID is the source ID, DID represents the destination address,

DP represents source depth and PID representing packet sequence number. The

neighbor request and Acknowledgment packet has smaller size than the DATA

packet.

3.4.3 Division of Transmission Range into Different Trans-

mission Power Levels

The proposed protocol divides the transmission range into six different transmis-

sion energy levels as shown in Figure 3.3. For example, the next forwarder is close

to the source node i.e., in transmission zone TZ1, then it will require less trans-

mission energy. On the other hand, if the next potential forwarding node is far

away in transmission range from the source node i.e., in TZ6, then higher trans-

mission energy will be required. To increase the network lifetime, the proposed

scheme uses different transmission power levels, which range from P1 to PN for

broadcasting a DATA packet. The sender node floods a neighbor request message

using power intensity level of PN. All the neighboring nodes receive the neigh-

bor request message and reply with an acknowledgment packet. According to the

acknowledgment packets received from different neighboring nodes from different

transmission levels, the source node sets the transmission power. For example,

from Figure 3.3, the source node S broadcast a neighbor request with a power

level PN. The node A in transmission zone TZ1, node B in TZ3 and node C in

TZ4 level received the neighbor request. The nodes A, B, and C reply with the
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Figure 3.3: Division of transmission zones (TZ1–TZ6)

acknowledgment. The acknowledgment packet contains the depth field pertaining

to the depth of the sender. According to the DP field in the acknowledgment

packet, the source node found the nodes in different transmission levels. The node

A is lying in transmission portion TZ1, node B placed transmission zone TZ3,

while node C is in transmission zone TZ4. Thus, the node C has a smaller depth

than all the other nodes. The source node sets the transmission power level to P4

for broadcasting the DATA packet and with this power level all the three nodes

received the packet successfully. The nodes then calculate the holding time and

set the timer according to their holding time.
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3.4.4 Selection of a Forwarding Node among Suppressed

Nodes

WDFAD-DBR selects the route based upon the weighting sum of depth difference

between first and second hop PFNs. WDFAD-DBR drops the packet when there is

no PFN(s) found and that means the data is lost. The source node S finds PFNs by

sending a neighbor request packet. However, if the source node does not have any

PFN, then the node for forwarding the packet will be selected from the suppressed

nodes (refer to Figure 3.4). The selection of suppressed node will be based on

the depth and having PFN(s) other than the source node. The source node S

will select node A for forwarding, which has smaller depth in suppressed nodes

and also has a PFN D, which then continues broadcasting, ensuring minimum lost

data. For the case if source node S have node i as only PFN and that too is a void

node then two conditions can further occur i.e.:

1. Node i doesnot have suppressed neighbors

2. Node i have suppressed neighbors

In the former scenario node i simply drops packet. In the latter case node i

forwards packet towards its suppressed node which has lesser depth than depth of

source node.

3.4.5 Holding Time Estimation

When neighbors of a source node receive data packets, it decodes and extracts

the depth information of a source node and compares it with its own depth field

DP. If DP value of the receiver is lesser than DP value of the source node, and

also the void announcement VA field has a value of 0, then it will forward the

packet after necessary holding time calculation when no other PFN is available

to source. For the case, if PFNs are available, then each PFN will calculate the

holding time according to the Fitness Function (HH) value, which is described

below. The proposed scheme not only considers the sum of depth difference of
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the two hops (H), but also considers the number of PFNs (PFNnum), number of

suppressed nodes (SUPnum), and the hop count from PFN to sink, which is best

in favor of performance metrics. Thus, the proposed scheme will consider all of

the above-mentioned factors in selecting the next forwarding node.

To find the Fitness Function (HH) value; mapped the PFNnum, SUPnum into

arbitrary values called as division factors represented by DIVPFN and DIVSUP ,

respectively. This is further elaborated in the simulation analysis section:

H = αh+ (1− α)h1, (3.9)

where h is the depth difference of the source node to its PFN and h1 is the depth

difference of the PFN to the next expected hop and α is weighting coefficient and

its value is between 0 and 1. For node A, h is the depth difference of the source

node S and itself A and h1 is the depth difference of node A and E as shown in

Figure 3.5. The Fitness Function is then calculated as:

HH =
H

((DIVPFN +DIVSUP )×HOPtosink)
. (3.10)
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The holding time is a function of the fitness value:

T (HH) = k ∗ (HH) + β, (3.11)

T (HH) = k
H

((DIVPFN +DIVSUP )×HOPtosink)
+ β. (3.12)

Let Figure 3.5 nodes A (transmission range specified by red circle), B and C have

the same number of suppressed nodes.

For Node A : H = 8, PFNnum = 8, HOPtosink = 4 so DIVPFN = 1.

For Node B : H = 16, PFNnum = 90, HOPtosink = 4 so DIVPFN = 15.

For Node C :H = 12, PFNnum = 40, HOPtosink = 4 so DIVPFN = 7.

According to WDFAD-DBR, node B will be selected as a next forwarder, but it

has a large number of PFNs, which will consume a lot of receiving energy and

generate a large number of duplicate packets. In DOW-PR protocol, the node

having highest Fitness Function (HH) value will be selected as the next forwarder.

Thus, Fitness Function (HH) calculates for Nodes A,B and C as follows:

Node A:

HH =
8

1× 4
= 2,

Node B :

HH =
16

15× 4
=

16

60
,

Node C :

HH =
12

7× 4
=

12

28
.

If source node S broadcasts a packet, then all the neighbor nodes i.e., A, B, C,

M and N shown in Figure 3.5 acquire this packet. The suppressed nodes M and

N will temporarily hold or drop the packet depending on the presence or absence

of node(s) in Potential Forwarding Zone (PFZ). Nodes A, B and C are PFNs of

source S and will compute the holding time and start timers. If a duplicate packet
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is not encountered until expiry of the timer, then this specific PFN will be selected

and readily forward the packet. On the other hand, if it receive the duplicate, then

it simply drops it. For the scenario, in which node A and B receives the packet at

t1 and t2, respectively, and the duration of the packet propagated from A to B is

t12. As fitness value (HH) for node A is greater than node B, then the following

condition is satisfied:

T [HHA] < T [HHB]. (3.13)

The holding time between two neighboring nodes should be different in such a way

that the forwarder node that has a greater fitness function (HH) value transmits

the packet before the transmission of the same packet from other nodes. For

instance, if node A has the highest fitness function value, then it will transmit

prior to node B. Upon the receiving duplicate packet from node A, it simply drops

the packet. The following equation must be satisfied to avoid duplicate packets:

t1 + T [HHA] < t2 + T [HHB]− t12. (3.14)

Substituting Equation (3.11) in Equation (3.14) results in:

k ≤ (t2 − t1)− t12
HHA −HHB

. (3.15)

According to the triangle inequality theorem, the sizes of each vector in the triangle

is lesser than the addition of the other two vectors length, thus (t2 − t1) − t12 is

always less than 0, and, as HHA > HHB, thus k is always a negative number.

The above two inequalities will be satisfied if:

|k| ≥ (t2 − t1)− t12
HHA −HHB

. (3.16)

For the worst case, the value of k will be :

k =
2R
V0

HHA −HHB

, (3.17)
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Figure 3.5: Holding time scenario

where V0 is the propagation speed of acoustic signal and R is the maximum

transmission range. The value of k varies between 0 and R, as it depends on

(HHA − HHB) and HHA ε [0 R]. k cannot always satisfy the above inequal-

ity in Equation (3.14) as k → −∞ when (HHA − HHB) → 0. If replace the

(HHA − HHB) by a global variable δ such that (HHA − HHB) ≥ δ , then it

guarantees that node A will forward the packet before node B. Hence,

k =
−2R
V0

δ
. (3.18)
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To find β, considering the node having the maximum Fitness Function (HH) value

will have the holding time approximately zero; therefore, from Equation (3.11),

−2R
V0

δ
+ β = 0. (3.19)

By solving the equation and putting the values in (3.11):

T (HH) =
2R
V0

δ
(R−HH). (3.20)

The node having the highest fitness function (HH) value will be selected as a next

forwarder. For instance, node A will calculate the holding time and start timer.

When the timer is expired, then node A will forward the packet. If the other

nodes in the range of A, i.e., B receives the duplicate packet during the holding

time, it will drop both the packets because it means the original packet is already

transmitted. The holding time is inversely proportional to δ, if select larger δ,

then the holding time will decrease and therefore end-to-end delay will also reduce.

Along with this improvement, there is also reduction in energy consumption that

has been noticed and this is due to optimal forwarder selection at each hop.

3.4.6 Whale Pods Routing Protocol

The proposed work DOW-PR divides the whole transmission region into two lev-

els of nodes distribution. One level in which the nodes are in closest proximity to

the surface sinks and the other is the nodes that are in closest proximity to the

sink deployed underwater. There are nine sinks that are placed at the sea surface,

while one is placed inside the water. The anchored nodes are fixed at the bottom

that can generate and transmit a packet towards PFZ. The relay nodes are trans-

portable with the water current in horizontal direction. These nodes are capable

of generating, forwarding and receiving a packet from other nodes. Whenever the

node transmits or receives a packet, the first and foremost step followed by the

forwarder is to calculate its distance with the sink set D. The node compares the
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distance between itself and the rest of the sinks from the set D sequentially and

finds PFNs lying in the hemisphere in the direction of the minimal distinct sink.

The direction of data packet flow will be towards the sink lying at its closest prox-

imity. If the separation between forwarding node and sink deployed on the sea

surface is less than the sink deployed underwater, then the holding time compu-

tation will be carried out for the nodes present in the hemisphere in the direction

of the surface sink D. On the other hand, if the source node is in closest proximity

to the embedded sink DEM , then the holding time computation will be carried

out for the nodes present in the hemisphere in the direction of the embedded sink

DEM .

The above-mentioned phenomena can be further elaborated by a scenario shown

in Figure 3.6. For example, in the network initialization phase, node N1 will first

lookup for a sink in its closest proximity. For instance, after necessary computation

in the initialization phase, it finds embedded sink DEM is the nearest sink i.e.,

d2 < d1. Node N1 will identify the PFNs in the hemisphere centered on the

virtual vector connecting it with sink DEM . The best forwarder node will be

selected using the same holding time computation described earlier in the dolphin

pod technique. Likewise, if node A in Figure 3.6 has d4 < d3, then it will find PFNs

in the direction of the surface sink D. Algorithm 1 described the best forwarder

selection technique i.e., valid for both dolphin pods routing and whale pods routing

protocol.

3.5 Simulation Analysis

In this section, the detailed simulation analysis of the proposed dolphin pod scheme

in contrast to WDFAD-DBR is presented in addition to the simulation results in

the enhanced version (whale pods routing scheme) compared with dolphin pods

routing protocol. DOW-PR has been developed in MATLAB (Version: R2015a,
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Algorithm 1: Algorithm for selecting the forwarder among PFNs
1 for i← 1 to Nodes by 1 do
2 broadcastID = S(i).id
3 PFNs = S(S(i).id).PFN
4 Flag = 1
5 while Flag do
6 for j ← 1 to SinkNodes by 1 do
7 find distance Di

j with sink(j)
8 if Di

j <t(range) then
9 Packet successfully delivered

10 Flag = 0
11 Break

12 if PFNs == 0 then
13 broadcastID = broadcastID − TrEnergy
14 SUPs = S(S(i).id).SUPs
15 if SUPs 6= 0 then
16 Chk_FSUP = 0
17 for k ← 1 to SUPs by 1 do
18 Caculte Fitness Function (HH i

k) value for kth suppressed node
19 Chk_FSUP = HHi

k

20 if Chk_FSUP< HH i
k then

21 Chk_FSUP = HHi
k

22 broadcastID = S(S(i).ID)SUP (k)
23 Flag = 0
24 Break

25 else
26 Drop the packet, Flag = 0 , Break

27 if PFNs == 1 then
28 broadcastID = broadcastID − TrEnergy
29 broadcastID = PFN_ID

30 if PFNs > 1 then
31 for j ← 1 to SinkNodes by 1 do
32 find distance Di

j with sink(j)
33 if Di

j < t(range) then
34 Packet successfully delivered, Flag = 0 , Break

35 SuitableHH =∞
36 for s← 1 to PFNs by 1 do
37 Calculte Fitness Function (HHs

i) value for sth PFN node
38 broadcastID = broadcastID − TrEnergy
39 if HHs

i < SuitableHH then
40 SelectedID = S(S(S(i).ID).PFN(s)).ID
41 SuitableHH = HHs

i

42 if Check == 1 then
43 broadcastID = SelectedID
44 Caculate Holding time according to SuitableHH
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Figure 3.6: Network architecture for whale pods routing

Product of MathWorks, Inc.) and simulations are carried out to test the perfor-

mance compared to WDFAD-DBR. The simulations have used all the underwater

environment settings as in WDFAD-DBR.

3.5.1 Simulation Setup

In the simulation setup there are deployment of 100–500 network nodes in the

three-dimensional volumetric space of 10 Km × 10 Km × 10 Km (length, width,

height), as shown in Figure 3.7. The average volumetric region covered by the indi-

vidual node varies from 2 Km3 to 10 Km3 for dense to sparse networks respectively

and if uniform network distribution is considered too. There are nine sinks de-

ployed and these are fixed on the water surface. The data packet consists of header

of 11 bytes while the payload size is 72 bytes with a data rate of 16 kbps. The

neighbor request and acknowledgment packets length is 50 bits each. Computed

the expression in Equation (3.20) to find the optimal forwarder among the PFNs.
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The parameters used in fitness function are potential forwarding nodes number

PFNnum and the suppressed nodes number SUPnum. PFNnum and SUPnum may

have larger values in the denominator of the fitness function HH and subsequently

reduces holding time difference between the PFNs and therefore may cause dupli-

cate copies of data packet generated. To cope with the larger values of PFNnum

and SUPnum, mapped PFNnum and SUPnum into arbitrary values called division

factors i.e., DIVPFN and DIVSUP , respectively. The main concept of these pre-

diction arbitrary values based on the rule of thumb.These mapped values (SET1,

SET2 and SET3) have been shown in Tables 3.1 and 3.2. For instance, if consid-

ering the 1st entry in SET3 i.e., for 1 < PFNnum < 10 and 1 < SUPnum < 10,

the mapped values are DIVPFN = 1 and DIVSUP = 2, respectively. The simu-

lations have been carried out for all the three sets individually and investigated

the appropriate set that achieves best performance of the network. After extensive

simulations, it is found that SET3 gives best results. All the simulation parameters

are listed in Table 3.3.
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Table 3.1: Actual number of PFNs mapped into arbitrary values

SET1 SET2 SET3

Actual Range Arbitrary Value Actual Range Arbitrary Value Actual Range Arbitrary Value

1 ≤ PFNnum ≤100 DIVPFN = 1 1 ≤ PFNnum ≤ 50 DIVPFN = 1 1 ≤ PFNnum ≤ 10 DIVPFN = 1

100 ≤ PFNnum ≤ 200 DIVPFN = 2 50 ≤ PFNnum ≤ 100 DIVPFN = 2 10 ≤ PFNnum ≤ 25 DIVPFN = 3

200 ≤ PFNnum ≤ 300 DIVPFN = 3 100 ≤ PFNnum ≤ 200 DIVPFN = 4 25 ≤ PFNnum ≤ 50 DIVPFN = 7

300 ≤ PFNnum ≤ 400 DIVPFN = 4 200≤ PFNnum ≤ 450 DIVPFN = 7 50 ≤ PFNnum ≤ 100 DIVPFN = 15

400 ≤ PFNnum ≤ 500 DIVPFN = 14 450 ≤ ≤ PFNnum ≤ 500 DIVPFN = 11 100 ≤ PFNnum ≤ 200 DIVPFN = 25

- - - - 200 ≤ PFNnum ≤ 350 DIVPFN = 39

- - - - 350 ≤ PFNnum ≤ 500 DIVPFN = 75
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Table 3.2: Actual number of SUPs mapped into Arbitrary Values

SET1 SET2 SET3

Actual Range Arbitrary Value Actual Range Arbitrary Value Actual Range Arbitrary Value

1 ≤ SUPnum ≤ 100 DIVSUP = 5 1 ≤ SUPnum ≤ 50 DIVSUP = 2 1 ≤ SUPnum ≤ 10 DIVSUP = 2

100 ≤ SUPnum ≤ 200 DIVSUP = 8 50 ≤ SUPnum ≤ 100 DIVSUP = 5 10 ≤ SUPnum ≤ 25 DIVSUP = 5

200 ≤ SUPnum ≤ 300 DIVSUP = 9 100 ≤ SUPnum ≤ 200 DIVSUP = 11 25 ≤ SUPnum ≤ 50 DIVSUP = 11

300 ≤ SUPnum ≤ 400 DIVSUP = 11 200 ≤ SUPnum ≤ 350 DIVSUP = 15 50 ≤ SUPnum ≤ 100 DIVSUP = 22

400 ≤ SUPnum ≤ 500 DIVSUP = 14 450 ≤ SUPnum ≤ 500 DIVSUP = 21 100 ≤ SUPnum ≤ 200 DIVSUP = 41

- - - - 200 ≤ SUPnum ≤ 300 DIVSUP = 65

- - - - 300 ≤ SUPnum ≤ 350 DIVSUP = 75

- - - - 350 ≤ SUPnum ≤ 500 DIVSUP = 87
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Table 3.3: Parameters’ settings

Parameters Values

Number of nodes 100:50:500

Number of sinks 9

Maximum transmission range of each node 2 km

Deployment region: 3D Region of 10 Km Length: 10 km

- Height: 10 km

- Width: 10 km

Header size of DATA 11 Bytes

Payload size OF DATA 72 Bytes

Size of ACK Packet 50 bits

Size of Neighbor Request 50 bits

Data rate 16 Kbps

Initial Energy of each node 100 J

Maximum transmission power 90 dB re micro Pa

Power threshold for receiving 10 dB re micro Pa

Sending Energy 50 W

Receiving Energy 158 mW

Idle Energy 158 mW

Center Frequency 12 KHz

Acoustic Propagation 1500 m/s

δ 2 Km

Bandwidth 4 KHz

Random Walk 2 m/s

Probability of moving left 0.5

Probability of moving right 0.5

Alive node threshold energy 5 W
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Figure 3.7: Network deployment with embedded sink DEM

3.5.2 Hop Count Mechanism

Hop count mechanism gives a hops number to each node according to the se-

quence/serial numbers of depth levels between the node and the sink. The PFNs

of the source node are those nodes that have a smaller depth than the source

node and lies in the range of the source node. Similarly, the nodes that are in the

range of the source node but have a larger depth than the source node are called

suppressed nodes. All those nodes having a sink in its range have a hop number

equal to (hp1) and the nodes having depth greater than maximum transmission

range PN and lesser than twice of the maximum transmission range will lie at hop

2 (hp2). Similarly, the mechanism continued until the sea bed reached. For exam-

ple, from Figure 3.8, node A has a sink node in its range S1, so the hop number

of node A is set to (hp1) . The node B and C will lie at hop 2 (hp2) if and only

if these are suppressed nodes of node A and sink S1 is not in range. The node D

and E will lie at hop 3 if and only if these are suppressed nodes of C and having
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a depth greater than twice the maximum transmission range and lesser than trice

of the transmission range.

3.5.3 Data Delivery Mechanism

Data delivery mechanism is used to forward the generated or received packets to

its destination. Every node can generate a packet. If the closest proximity sink

is present in predefined maximum transmission power range of the source node,

then it relays the packet to the sink and it is therefore successfully delivered to

the destination. All the sinks are communicated/connected via high speed radio

links. If the sink is not in the range, then the Algorithm 1 selects the best node

for forwarding according to the fitness function (HH). The fitness function is set

in such a way that the forwarding node has a higher weighting sum of depth

difference of the two hops, average PFNs number, least suppressed node numbers

and having a lower hops count value.
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Each node is assigned a unique HH value calculated through a fitness function in

Equation (3.10). When the HH value is set differently for each node, then, accord-

ing to that, value holding time from Equation (3.20) for each node is calculated.

The holding time is set to a very low value pertaining to the node having the

highest (HH) value among all the nodes. Thus, the node having the lowest hold-

ing time will bear highest priority and be selected for retransmitting the packet.

All other nodes in its vicinity (range) will simply drop the packet by over hearing

and therefore considerably reduce the energy consumption and the collision prob-

ability. Data delivery mechanism for Whale Pods is almost the same as Dolphin

Pods, but only direction of data flow is different and it is based upon the minimum

distance either from the surface sinks or embedded sink DEM . For instance, any

node live in the region closer to the embedded sink (Figure 3.6) as compared to

the surface sink will find next forwarder in the direction of the embedded sink.

Consequently, Potential Forwarding Nodes (PFNs) will also be selected that lie in

the hemisphere in the direction of the embedded sink DEM .

3.6 Performance Comparison and Analysis

We evaluate DOW-PR against WDFAD-DBR and DBR in term of APD, energy

tax, end-to-end delay, packets dropped number and alive nodes number for differ-

ent ranges of PFNnum and SUPnum. The proposed work defined the measurement

sets (SET1, SET2, SET3) of three different ranges for PFNnum and SUPnum as

shown in Tables 3.1 and 3.2, respectively. The simulation results for SET3 gives

optimal results in comparison to the other two in terms of all metrics. Therefore,

SET3 is found to be the best selection for simulation (refer to Figure 3.9).

Performance Metrics: The proposed system will define a new metric called Alive

Nodes Number (ANN) besides the common performance metrics, i.e., APD, End-

to-End Delay (E2ED), Energy Tax (ET) and PDR.

• Alive Nodes Number (ANN): A node having enough energy that it can receive,

process and forward the packet is called alive node. To categorize the alive
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Figure 3.9: (a) PDR vs. number of nodes; (b) energy tax vs. number of
nodes; (c) end-to-end delay vs. number of nodes; (d) APD vs. number of

nodes. Comparison in Dolphin Pods using SET1, SET2, SET3.

nodes, the threshold ETH is defined i.e., the minimum energy required for the

node to receive ERCV , process EPROC and forward EFOR. Threshold energy

may be defined mathematically as: ETH > ERCV + EPROC + EFOR

• Packet Delivery Ratio (PDR): PDR is the ratio of the packets received by

the sink to the total packets generated by the network. The packets may be

received multiple times, so this redundant packet is considered to be a one

distinct packet:

PDR =
Packets received

Packet Sent
. (3.21)

• End-To-End Delay (E2ED): The E2ED is defined as the average time taken for

a packets transmission from the instant the source node started transmission
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to the instant it is delivered to the destination. E2ED consists of transmis-

sion delay, propagation delay, processing time and holding time. Due to the

multiple-sink nature of the network, a packet may be received by more than

one sink, so the shortest time will be considered as end-to-end delay.

• Energy Tax (ET): The energy tax is defined as the average energy expenditure

per node when a packet is successfully delivered to its destination. It includes

the energy for sending packet, receiving packet, computational energy, and

the idle state energy shown in the equation below:

Energy Tax =
Etotal

nodes× packets
, (3.22)

where Etotal defined the total energy consumption, nodes define the total

number of nodes in the network and packets define the total packets suc-

cessfully received by the sink. The duplicate packet received by the sink is

removed from the total number of packets because energy tax is the amount

of energy per packet per node in the network.

• Average Accumulated Propagation Distance (APD): APD is defined as the av-

erage accumulated distance of each hop of all the packets that are successfully

delivered to the sinks. There is a multi-sink network environment in which

more than one sink can receive a packet, so the shortest accumulated propa-

gation distance is considered as a final accumulated propagation distance.

The APD can be found by the following mathematical equation:

APD =
1

np

np∑
j=1

h∑
i=1

distij, (3.23)

where np is the number of packets, h is the hop number of packet from source

node to sink and distij is the distance of the ith hop of the jth packet.
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3.6.1 Simulation Results in the Dolphin Pods Routing Sce-

nario

In this section, the simulations are performed upon the dolphin pod routing in

which all the sinks are placed on the water surface without any sink embedded

DSM underwater. It can be seen from Figure 3.10 that the similar trend of increas-

ing PDR for DBR, WDFAD-DBR and DOW-PR protocol when network density

increases. The reason behind the common trend is the fact that, if density of the

network increases, there will be more probability of occurrence of active node(s)

at the next hop and therefore a reduction of void holes. DOW-PR outperformed

in terms of PDR in comparison to WDFAD-DBR and DBR. In DBR, the node

having the lowest depth among the potential forwarding nodes will be selected

as a next forwarder and will not consider the depth of the expecting hop, which

results in increasing the chance of a void hole. However, WDFAD-DBR selects

the next expecting hop on the basis of weighting sum of depth difference of the

two hops, which reduces the chance of a void hole happening. The PDR of DBR

and WDFAD is almost the same from node numbers 270–500, i.e., in a dense net-

work. The reason is the presence of enough PFNs in the range of a source node,

which reduces the probability of void hole. PDR of a dolphin pod is higher than

WDFAD-DBR, primarily because WDFAD-DBR selects the next expecting hop

on the basis of weighting sum of depth difference between the two hops. Nonethe-

less, a dolphin pod considers all the factors including weighting sum of depth

difference of the two hops, the number of PFNs, suppressed nodes number, and

the hop count value to sink. The difference between the PDR of dolphin pod and

WDFAD is higher for a sparse network and reduces due to the dense network.

Secondly, WDFAD-DBR drops the packet in the absence of PFN, but dolphin

pods select a node for forwarding from the suppressed nodes and therefore prevent

the loss of the data. The PDR of dolphin pods is higher than WDFAD-DBR in

both sparse and dense networks. However, in a sparse network, WDFAD-DBR

more often drops the packet due to high probability of void holes and therefore

a more proportional gain of PDR in dolphin pods resulted. On the other hand,
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as node number increases and void hole probability decreases, the fraction gap

in PDR results. Moreover, there are two types of void holes occurring in routing

protocols. One is due to lack of a potential forwarder in the range of a source node

and the other is due to the lack of energy in a potential forwarding node [97]. This

means that there is a forwarding node of the source node but it doesn’t have a

sufficient threshold energy. The dolphin pod is trying to avoid both the void and

energy holes. When the void holes occurred due to no PFN in the range of the

source node, it selects a forwarding node from the suppressed nodes as shown in

Figure 3.4. Subsequently, it reduces the re-transmissions and reduces the energy

consumption due to redundant packets’ avoidance. When the energy consumption

is reduced, then the energy tax or an average energy expenditure per packet of

each node is decreased as it is clear from Equation (3.22). Consequently, energy

is conserved and therefore the occurrence of energy holes is also reduced. As a

result, by overcoming both the void and energy hole, the PDR of the dolphin pods’

routing scheme increases. The PDR statistics are shown in Table 3.4, in which it

can be easily notice the PDR improvement by 11.89%, 6.085% and 3.365% in the

scenario where node densities are 200, 300 and 400, respectively.

Moreover, dolphin pod routing assigns weight both to the packet advancement as

well as to the network traffic density in such a way that priority is given to the less

denser traffic path at the cost of packet advancement. The fitness function (HH)

value will be less for the more dense path in which the probability of traffic density

is high. Therefore, the dolphin pods scheme selects the path where the forwarder of

the source node has a higher value of weighting sum of depth difference of the hops

(H) [59], average number of forwarding nodes, very small number of suppressed

nodes and is close to the sink, which means that the fitness function (HH) for that

path is greater, which reduces the collision probability at the receiver. As a result,

the PDR value is increased.

Next, this work investigates the energy tax comparison of a proposed dolphin pod

with WDFAD-DBR protocol. When compared to idle listening, packet reception,

sensing and processing of operations, in underwater acoustic networks, transmis-

sion of a packets is the most energy consuming operation. Transmission of data
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packets accounts for most of the energy consumed due to their large size when

compared to control packets. The above argument is already validated through

experimental measurement by the authors in [99]. Energy cost for transmitting

a single data bit is roughly equal to the energy consumption for processing thou-

sands of operations [24]; however, complexity of the algorithm may increase energy

cost. The proposed algorithm considers all of the above-mentioned energy usage

parameters. However, only considering the receiving and transmitting energies

will also not affect the general trend. DBR and WDFAD-DBR do not exploit cer-

tain energy efficient parameters, due to which the proposed scheme (DOW-PR)

outperformed the two in terms of energy conservation. The simulation results

are drawn for energy tax against the nodes number in the network (refer to Fig-

ure 3.9 for mapping into arbitrary values in SET3). The similar trend found for

energy tax in all protocols DBR, WDFAD-DBR, and dolphin pod i.e., energy con-

sumption reduces when the nodes number increases. This is due to the fact that

increasing nodes in the network causes the increase of energy resource and also

the probability of successful packet delivery being improved. Therefore, it reduces

the retransmissions of the packets as nodes number increases and will significantly

reduce the energy wastage.

Secondly, DOW-PR scheme exploited the adaptive nature of data transmission

power, which depends upon the maximum displaced node within the transmission

range (refer to Figure 3.3). Consequently, a significant amount of energy saving

resulted, in contrast to WDFAD-DBR in which a fixed amount of energy was uti-

lized at each hop regardless of the node displacement. In sparse networks, the

transmission power adjustment is not very effective due to the nodes being widely

dispersed, and there will be low probability of a nearby potential forwarder for

lesser transmission energy usage. On the other hand, in dense networks, there

will more likely be the presence of nodes in the maximum transmission range and

therefore more options of ranges can be investigated. Generally, source nodes

need to transmit with maximum power in case there is a forwarding node in its

farthest transmission zone. Consequently, a greater number of nodes will receive

the packet due to maximum transmission, but this is a rare occurrence. However,
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Figure 3.10: (a) PDR vs. number of nodes; (b) energy tax vs. number of
nodes; (c) end-to-end delay vs. number of nodes; (d) APD vs. number of

nodes. Simulation results using arbitrary values in SET3.

in WDFAD-DBR, the source node will transmit with a fixed maximum power

level, no matter if the farthest forwarding node is even lying in a close proximity

transmission zone. The above procedure adopted in the proposed scheme signifi-

cantly reduces the energy consumption without compromising other performance

parameters. Therefore, either being sparse or dense, the proposed protocol (DOW-

PR) convincingly beat both DBR and WDFAD-DBR in terms of efficient energy

utilization.

Moreover, the proposed scheme in this paper selects the next expecting hop by

considering the weighting sum of the depth difference of the two hops, the PFN

number, suppressed nodes number and the hop number of the expected next for-

warding node, which reduces the total energy to a very low level. Energy tax is di-

rectly proportional to the total energy consumption, and inversely related to nodes
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number and number of packets generated (refer to Equation (3.21). WDFAD-DBR

selects the next forwarding node by taking the accumulative advancement between

the two hops, but it does not consider the receiving energy consumption due to

available PFNs number and suppressed nodes number. Dolphin pod considers the

energy efficient forwarder/path based upon the receiving energy consumption in

potential forwarding nodes number and suppressed nodes number associated with

the source node. Dolphin pod gives weight to both parameters by setting the di-

vision factors DIVPFN and DIVSUP . If the number of PFNs and SUPs nodes are

less, then the division factors (DIVPFN and DIVSUP ) are set to very low values

and, therefore, the receiving energy consumption in this case is negligible. Conse-

quently, the forwarder selection criteria will then only be based on the weighting

sum of depth difference of the hops (H) value as from Equation (3.10). For the

case, if number of PFNs and number of suppressed nodes of a source is greater,

dolphin pods set the division factors to a high value and will then be based on

number of PFNs and suppressed nodes number means the receiving energy is con-

sumed in larger amounts, so the forwarder/path, which has a low value of fitness

function, will be selected.

It can also be easily judged through Figure 3.10b in which there is huge reduction

in energy tax. However, the percentage improvement in energy tax reduces as

nodes number increases. This is due to the fact that the collision probability

increases at the receiver, and the number of retransmissions will consume quite a

lot more energy. The analysis shows that there are 37.07%, 30.81%, 29.11% and

25% more energy conserved for 200, 300, 400 and 500 nodes, respectively (refer to

Table 3.5).

Primarily, end-to-end delay increases for both dolphin pod routing and WDFAD-

DBR protocol by increasing the nodes density i.e., from 100 to 250 nodes. For

any further increase in node density, the end-to-end delay appears to be reduced,

and this is due to number of reasons that included reducing hops count, increasing

collision probability and better successful packets delivery at the destination. In a

dense network scenario, there are enough nodes readily available at the edge of

the transmission range for selecting the next hop forwarding node. Dolphin pod
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considers the hop number of each node in fitness function, which reduces the APD

as well as end-to-end delay. The analysis shows that there are 37.07%, 30.81%,

29.11% and 29.00% average improvement in end-to-end delay for 200, 300, 400

and 500 nodes, respectively (refer to Table 3.6).

Along with the above-mentioned improvements in the performance metrics, also

investigate the other important metric, the average number of packets dropped

in the network. Referring to Figure 3.11, it can be easily noticed that there is a

significant reduction of packet drop in the proposed DOW-PR scheme as compared

to WDFAD-DBR.

The reasoning behind this improvement is that, this mechanism ensures better life

span of the individual local nodes and the network as well. The logical arguments

are somehow similar to energy tax improvement described earlier.

WDFAD-DBR does not take into account the void hole occurrence probability;

instead, it only considered the packet upward distance advancement at the two

hops. On the other hand, the proposed DOW-PR scheme considered the potential

forwarder nodes number at both one and two hops. Moreover, if the source node

does not find the forwarder in the forwarding direction, then it could select a

node from the suppressed region and therefore the scheme came up with utmost

reduction of average packets dropped by a node in the network (refer to Figure

3.11c). The logic not only causes the reduction of the packets dropped number,

but it also significantly improved the energy consumption. The result shown in the

Figure 3.11a,b for alive nodes number against the number of simulation rounds.

It has been noticed that, as number of rounds increases, the number of alive nodes

reduces.

This study further elaborates the above-mentioned trend in Figure 3.11c that the

number of packets drop reduces with the increase in network density. This is due

to the fact that there are more numbers of alternative forwarders readily available

in the dense networks compared to sparse networks. Consequently, the number of

packets dropped reduces. The other strong reason is that, in a sparse network, the

packets may not reach the distinct neighbors due to high bit error rate or degraded
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Figure 3.11: (a) number of alive nodes vs. rounds; (b) number of alive nodes
vs. rounds; (c) number of packets dropped with suppressed vs. number of
nodes; (d) number of packets dropped without suppressed vs. number of nodes.

Simulation results using arbitrary values in SET3.

link quality, and hence the packets dropped. Conversely, in dense networks, enough

nodes are placed in close vicinity of the source node, which causes reduction of

packets being dropped. However, the hops count value to reach the destination

increased and may degrade end-to-end delay.

3.6.2 Simulation Results in the Whale Pods Routing Sce-

nario

The simulations have been repeated for the whale pod routing version of the

proposed DOW-PR protocol. It has been shown in the results that there is a

great deal of improvement compared to its predecessor dolphin pod routing in all
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the prescribed performance metrics. Referring to Figure 3.12b, it can be observed

that the energy tax of the whale pod DOW-PR protocol is reduced throughout

the density of the network (i.e., from 200 to 500 nodes). The reasons behind this

is that the packet(s) generated/forwarded from the nodes in the vicinity of the

embedded sink does not have to travel a long distance.

Table 3.4: Overall PDR improvement in dolphin pods routing compared to
WDFAD-DBR

Node Number 200 300 400 500

Improvement with Tr = 1000 m 14.61% 7.12% 4.23% 3.56%

Tr = 2000 m 9.17% 5.05% 2.5% 1.5%

Average Improvement 11.89% 6.085% 3.365% 2.53%

Table 3.5: Overall Energy saved in dolphin pods routing compared to
WDFAD-DBR

Node Number 200 300 400 500

Improvement with Tr = 1000 m 38.46% 30.12% 28.32% 28.49%

Tr = 2000 m 35.68% 31.50% 29.90% 29.51%

Average Improvement 37.07% 30.81% 29.11% 29.00%

Table 3.6: Overall End-to-End delay improvement of dolphin pods with
WDFAD-DBR

Node Number 200 300 400 500

Improvement with Tr = 1000 m 24.76% 24.11% 22.50% 20.12%

Tr = 2000 m 31.17% 26.89% 24.62% 23.17%

Average Improvement 27.96% 25.5% 23.56% 21.64%

Instead, it is collected locally. This means that the few forwarders involved have

a lesser amount of energy consumed. It can also be easily judged through Figure

3.12d in which there is huge reduction in average APD and therefore reduces the

number of hops propagated. However, the percentage improvement in energy tax

reduces as nodes number increases. This is due to the fact that the collision
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probability increases at the receiver and number of retransmissions will consume

quite a lot more energy.

Moreover, it is further analyzed that there are more number of copies generated or

forwarded as the messages pass through more hops. Next, the deployment of an

additional sink in the whale pod scenario causes a significant improvement in the

PDR (refer to Figure 3.12a). It can be seen that presented updated scheme i.e.,

whale pod routing protocol beats the dolphin pod routing regardless of any number

of nodes in the network. Behind this improvement, there are multiple reasons that

include the high probability of finding the sink in the range of nodes, less number

of hops count, less propagation distance and so on. The closest proximity nodes to

the embedded sink either directly communicate with the sink or through a fewer

number of hops and therefore the probability of packets drop reduces.

Last but not least is the important metric end-to-end delay that needs to be

optimized especially when there is run-time data needed in the network. The end-

to-end delay has been investigated for both DOW-PR scenarios. The simulation

results show the obvious improvement in end-to-end delay and this is because of

the same argument described repeatedly in the above text i.e., the locally available

embedded sink reduces the propagation distance. For instance, if the node at the

seabed generated a packet, then it has to propagate at least the full z-coordinate

(i.e., 10 km) to be collected by the sink at the sea surface. On the other hand,

in the whale pod scenario, the same packet will be received at the embedded sink

and propagated through the distance of 2.5 km at the most.

Although the proposed protocol outperforms the aforementioned performance met-

rics, it has been observed some limitations and constraints in certain specific sce-

narios as discussed below:

In sparse networks, there are probably fewer PFNs present at each node in the net-

work due to which overall improvement seems to be negligible; however, the com-

putational cost still becomes greater. The abovementioned constraint in DOW-PR

will become even more pressing when transmission range is also low. WDFAD-

DBR focuses on the packet advancement at the first and second hop. It works
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Figure 3.12: (a) PDR vs. number of nodes; (b) energy tax vs. number of
nodes; (c) end-to-end delay vs. number of nodes; (d) APD vs. number of

nodes. Comparison of dolphin pods with whale pods/routing.

well compared to DOW-PR in delay intolerant ad hoc underwater networks, where

prolonged network lifetime is not required. DOW-PR has other limitations in the

scenario where the source node is in a void and its predecessors also donot have

PFNs other than the source node. In this case, the node will drop the packet

or have progressive backward transmissions. In sparse networks with low average

data packet generation, a low number of duplicate packets occurs due to which en-

ergy losses reduce in both DOW-PR and WDFAD-DBR, but DOW-PR will carry

out more complex computational algorithms. In sparse networks, the probability

of the void hole occurrence is high due to which DOW-PR will produce a huge

number of void announcement messages, which will be disseminated in the entire

network. It has been observed that, contrary to WDFAD-DBR, DOW-PR un-

dergoes additional energy loss in transmitting void announcement control packets
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and thereby collision probability is also increased. In the future, the authors plan

to undertake research that will overcome the above-mentioned constraints.

Features Achievements Price to pay

Forwarder selection from SUPs PDR improvement Figure 3.10a End-to-end delay Figure 3.10c

Prioritizing forwarder through Holding time

Energy consumption reduction Figure 3.10b

Upward packet advancementDuplicate packets reduction

Collision avoidance

Embedded Sink

Prolong network lifetime Figure 3.11c, Deployment and physical

end-to-end delay reduction Figure 3.12c, connection maintenance cost

Reliability Figure 3.12a

Transmission zones Energy tax reduction Figure 3.10b Computationally complex

Hop Count Mechanism
APD Improvement Figure 3.10d

Computationally complex
end-to-end delay Figure 3.10c

Table 3.7: Performance trade-offs

3.7 Conclusions

A dolphin and whale pods routing protocol (DOW-PR) has been proposed in this

chapter. There are two versions of the proposed protocols i.e., dolphin pods and

the whale pods. Whale pods routing protocol is the further enhancement of the

dolphin pods routing. Basically, the proposed scheme enhanced the performance

of the metrics simulated in its state-of-the-art counterpart routing protocol i.e.,

Weighting Depth Forwarding Area Division Depth Based Routing (WDFAD-DBR)

protocol. DOW-PR provides a reduction in energy consumption, increasing PDR,

and minimizing end-to-end delay. In the proposed scheme, it explores the role of

the parameters like potential forwarding nodes number, suppressed nodes numbers

and hops count value in designing the holding time equation. Moreover, the values

of the above-mentioned parameters have been mapped (SET1, SET2 and SET3)

into arbitrary values and that are also tested for simulations. The investigations

through simulations showed that dolphin pods routing beats the WDFAD-DBR,

on average improving by 31.5% of energy tax, 6% of PDR, and 24.6% of E2ED.

Furthermore, the whale pods routing protocol outperformed the dolphin pod ver-

sion and therefore improvement is seen in energy tax, PDR and E2ED.However,
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certain performance trade-offs have been observed and listed in Table 3.7. The

implementation of holding time mechanism is computationally complex due to

the fact that it included the extra parameters like number of PFNs, number of

suppressed nodes and HOP count. Moreover, computational complexity has also

been seen in adjusting the transmission power levels adaptively at the run time.

DOW-PR was designed to select forwarder from the upper hemisphere of trans-

mission range in the direction of a nearest sink node. The advantage of spatial

division was ignored in forwarder selection. It could be more beneficial if the

larger forwarding zone be spatially divided in small logical units in order to mit-

igate the effects of duplication and excessive energy consumption. Moreover, the

performance of DOW-PR could be improved if it included time variant parameters

of the harsh acoustic channel. Packet collision rate and probability of successful

packet transmission are necessary ingredients that contribute towards reliability

of the network. Therefore, the next chapter exploits the above mentioned pa-

rameters. Geo-spatial division is the main focus of the next chapter, in which

geo-opportunistic paradigm implemented and tested . The research work pro-

posed in DOW-PR has been extended through the above mentioned parameters

in Geo-spatial Division Geo-Opportunistic Routing with Interference Avoidance

(GDGOR-IA). The communication range is spatially divided in logical cube and

incorporated in GDGOR-IA.



Chapter 4

Mobile Sinks assisted Geographic

and Opportunistic Routing based

Interference Avoidance for UWSN

4.1 Summary of the Chapter

The distinctive features of acoustic communication channel-like high propagation

delay, multi-path fading, quick attenuation of acoustic signal, etc. limit the uti-

lization of UWSNs. The immutable selection of forwarder node leads to dramatic

death of node resulting in imbalanced energy depletion and void hole creation.

To reduce the probability of void occurrence and imbalance energy dissipation,

this chapter, propose mobility assisted geo-opportunistic routing paradigm based

on interference avoidance for UWSNs. The network volume is divided into log-

ical small cubes to reduce the interference and to make more informed routing

decisions for efficient energy consumption. Additionally, an optimal number of

forwarder nodes is elected from each cube based on its proximity with respect to

the destination to avoid void occurrence. The selection of number of nodes is based

upon the error probability and collision rate probability. The effect of this selec-

tion with minimum number of neighbors helps in reduction of interference because

78
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minimum number of neighbors access the wireless channel. However, the threshold

is set to maintained the reliability of the network. Moreover, the data packets are

recovered from void regions with the help of mobile sinks which also reduce the

data traffic on intermediate nodes. Extensive simulations are performed to verify

that the proposed work maximizes the network lifetime and packet delivery ratio.

4.2 Introduction

A group of interconnected sensor nodes through acoustic channel form a UWSN.

The collaborative behavior of sensing devices in the network enables: monitor-

ing of remote locations, physical environment, temperature, humidity, battlefield,

oceans, volcanoes and many more [24, 100], whereas sensors are the key compo-

nent of UWSN, which are randomly deployed over the specified network volume,

to monitor, sense, gather and transmit the information of interest. In UWSN,

sensor nodes have limited battery, which is key consideration while designing a

routing strategy. Also the sustainable deployment of sensor system is required to

reduce the deployment and operational cost to prolong the network operational

time [101].

In order to ensure successful communication among the nodes in acoustic network,

the necessary factors are required to be considered in the design of a routing algo-

rithm. For instance, the major factors associated with underwater channel need

to be analyzed e.g., high delay of acoustic signal propagation because sound can

propagate in acoustic environment with speed of 1500 m/s [102], high bit error

rate because of noise and dynamic nature of acoustic medium, limited bandwidth,

multi-path fading, etc. [21]. Therefore, an efficient routing strategy for acoustic

channel is desired which balances energy dissipation to optimize the network lifes-

pan [103]. For minimal energy consumption, geographic routing is widely accepted

because of its scalable and simple implementation methodology [18, 103]. More-

over, the stateless nature of geographic routing allows it to communicate without

establishing entire path from source to destination. This algorithm only computes
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one eligible neighbor which acts as a potential forwarder to relay the data packet.

Additionally, this routing mechanism is highly effective when node density is high

because it follows greedy forwarding mechanism to transmit the data in multi-hop

manner [21]. While in sparse deployment, due to the greedy approach, nodes se-

lect an optimal route in terms of distance which results in immutable selection of

the same node resulting in sudden depletion of the node battery [104]. This death

of the node creates energy hole which results in the breakage of the data route

because of which downstream nodes cannot deliver their sensed information to the

base station.

The aforementioned limitation is avoided through Opportunistic Routing (OR)

paradigm, in which the selection of the forwarder set ensures successful data de-

livery towards the destination node even if one node from the set fails, still, the

data is delivered [105]. However, the delivery of redundant packets at base station

degrade the performance of OR. To avoid the transmission of duplicate packets,

control message exchange or holding time mechanism is used in opportunistic rout-

ing strategy. In the former approach, node with minimum distance and shorter

route from the destination compared to nominated neighbors of the sender, is

elected to deliver the data by acknowledging with control message that data is

delivered successfully. In the later one, holding time is computed for each neigh-

bor node to assign the priority in order to communicate on the acoustic channel.

In case of high priority node failure, node with second high priority in the set,

transmits the data packet after its holding time expires. Still, in receiver based

communication, duplicate packets from the hidden terminal regions are not sup-

pressed. The hidden terminal is a region, where nodes lie in the transmission

range of source node, but these nodes are unable to receive transmission or failure

acknowledgement from the high priority node and ultimately transmit data packet

towards the destination.

Due to duplicate transmissions from the hidden terminal volume, unnecessary en-

ergy dissipates resulting in short network lifespan. To mitigate the aforementioned

constraint, a paradigm known as geo-opportunistic routing emerges, in which ge-

ographic routing is adopted for greedy forwarding by using geographic location of
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the set of forwarder nodes [105, 106]. However, in multi-hop data delivery, nodes

positioned nearby base station are overburden with traffic which dissipates the

node energy very quickly. Due to the quick dissipation of node battery near the

sink, nodes placed away from destination are unable to transmit data due to the

unavailability of forwarders.

To reduce the data load at intermediate nodes and recover data from the void re-

gions, mobile sinks are mounted over the ships, vehicle, etc. to gather the informa-

tion of interest from the region of interest. The availability of mobile sinks enables

new horizon of applications including but not limited to seabed survey, the detec-

tion of minerals from the oceans which are humanly not possible to monitor [107].

Hence, the mobility provided ease to directly retrieve the information from the

communication void. With the incorporation of sink mobility, the network topol-

ogy and delay in the network increases with the passage of time. To reduce the

aforementioned constraints in geo-graphic, opportunistic, geo-opportunistic and

mobility of sinks, this research have made the following contributions:

4.2.1 Contributions:

Two routing algorithms have been proposed; geo-spatial division based oppor-

tunistic routing scheme for interference avoidance (GDGOR-IA) and geographic

routing for maximum coverage with sink mobility (GRMC-SM). The distinctive

features of proposed work are list as follows:

• The distribution of the network field into small cubes is performed to make

local routing decisions for efficient energy consumption.

• The distributive geo-opportunistic routing in geo-spatial network field avoids

the interference by restricting number of nodes.

• In order to minimize traffic load on intermediate nodes, mobile sinks gather

data directly from underwater nodes and also use to recover data from void

hole.
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• An optimal holding time is formulated to ensure that successful transmission

acknowledgement receives before the time expires of an individual node.

This chapter is organized as: Section 4.3 presents the pre-requisites of the network

which are network model, energy model and control messages. Geo-opportunistic

routing without sink mobility is discussed in Section 4.4 and Section 4.5 illustrates

geo-opportunistic routing with sink mobility. In Section 4.6, a detailed linear pro-

gramming based mathematical problem formulation subjected to attain optimal

network lifetime and PDR. Section 4.7 presents a detailed discussion of simulation

results regarding network lifetime, PDR and data traffic load. Finally, Section 4.8

concludes proposed work based on the analysis made in Section 4.7 with compared

existing literature. The symbols and notations used in the manuscript are listed

in table. 1.

4.3 Preliminaries

4.3.1 Network Architecture

All nodes are deployed randomly in three dimensional network field also shown

through Figure 4.1. The volume of the network is divided logically into small

cubes to perform distributive routing in each cube. The number of cubes are rep-

resented as Cn = {c1, c2, c3, ..., cn} where each cube nodes are connected to its

adjacent neighbor cube nodes through acoustic link. The sensor nodes operate in

two modes: the first one is, sensing mode where node predicts the environmental

effects and the second one is transmiting mode in which sensed data is delivered

to the destination through acoustic data link. The network is homogeneous and

consists of Nn = {N1, N2, N3, ..., Nn} nodes deployed inside the water along

with set of sonobuoys Ss = {s1, s2, s3, ..., sn} which are positioned at the water

surface. Also, an assumption is made that each node is capable to transmit data

successfully within its communication range. All the sensing devices are provided

with limited memory, modem for acoustic communication, transceiver and battery.

While sonobuoys have both acoustic and radio modems. The former is used to
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retrieve information of interest from the underwater sensors, and latter to deliver

data for further processing to the offshore data center. Further, an assumption

is made that every node knows its location in advance. Whereas, the depth of

void node also adjusted through the same mechanism as discussed in [108, 109].

The cost associated with depth adjustment is similar as provided in [110]. Simu-

lations consider the unit disk graph model in which data packet always received

successfully within the transmission range [111].

4.3.2 Beacon Message Types

Beacon message contains identifiers to establish connections among the network

nodes. Each node uses beacon identifiers for performing transmission of data

packet, sensing along with reception of data packet [18]. From the beacon identi-

fiers, each node maintains a neighbor table which consists of cube number, unique

ID and X, Y , Z coordinates. The ultimate objective to broadcast beacon mes-

sages among the network nodes is to acquire information of neighbor nodes and

closest sonobuoy [103]. To acquire coordinates of each node in the acoustic envi-

ronment, this research have used the same mechanism as discussed in [112]. The

periodic broadcast of the beacon message increase the overhead resulting in low

network performance. Therefore, the beacon message only transmit the changed

identifier to keep neighbor table fresh and avoid the data packet loss. Due to
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the transmission of updated identifier, unnecessary flooding of broadcast message

is avoided and the purpose of neighbor information also fulfilled. Similarly, any

sonobuoy belonging to the set Ss has quintuple of information that includes ID of

the sonobuoy, X, Y , Z coordinates, sequence number of the beacon message and

Λ as a flag to indicate that latest neighbor information is propagated among the

neighbor nodes. With the help of neighbor information, every node transmits its

sensed data to reach its nearest sonobuoy through its neighbor nodes.

4.3.3 Potential Neighbor Set Selection

After the dissemination of beacon message, every node has its neighbor table.

However, still it is required to nominate potential forwarder node because every

neighbor is not the potential forwarder for relaying data packets. The potential

neighbor is defined as the node which has shorter route than the source node.

In both proposed schemes, this research adopt the greedy approach to transmit

data towards the destination node. Neighbor nodes which satisfies the criteria of

greedy forwarding are computed using Equation (4.1). The ultimate goal of greedy

forwarding is to advance the data packet through shortest and energy optimal path

to reach the destination.

Fset(k) = niεNk(t) : ∃SnεSs(t)|D(nk, sn∗)−D(ni, sn) > 0 (4.1)

The potential neighbor set selection follows nk(t) steps to include Nk(t) and

Sk(t) neighbors and sonobuoys at time t in the neighbor table [65]. In Equa-

tion (4.1), Fset(k) provides potential neighbor set of a source node k.

4.3.4 Geospatial Division Model

As discussed earlier, in proposed schemes network filed is logically divided into Cn

cubes through geospatial division method. The following relationships between

two cubes are:
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• Two cubes are adjacent to each other at common vertex, that is vertex adja-

cent.

• Two cubes are neighbor with common one edge, that is edge adjacent.

• If two cubes have adjacent surface to one another, that is surface adjacent.

• Otherwise, cubes are completely disjoint.

The first three; cubes have adjacent vertex, edges and surfaces. Moreover, each

cube has 8 adjacent neighbor vertex, 12 edges and 6 surfaces. Figure 4.2 denotes

a current cube (CC) with its neighbor cubes (NCs), NC1, NC2 up to NC5. The

selection of cubes is discussed in Section 4.4.

4.4 GDGOR-IA

This section, discusses the selection of the target cube in detail as follows:
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4.4.1 Target Cube Selection

GDGOR-IA works in two phases: in phase I, the Algorithm 2 runs for the selection

of target cube. For that purpose, a source node is considered to be lying at

the center of CC acquires its coordinates and source cube ID. A set of nodes in

respective NCs of CC calculates Euclidean distance with respect to their nearby

sink node. After the computation of Euclidean distance, every neighbor node

from NCs calculates its physical distance to satisfy the greedy forwarding criteria

to become the potential forwarder node to relay the data packet. The NC with

smallest Euclidean distance is selected as Target Cube (TC) for the CC. All the

cubes are priorities based on the computed distance, which are used as backup

to transmit data incase of high priority neighbor cube failure. This is the where

actually opportunistic routing really helps to find out an alternate route to proceed

with the greedy data forwarding. It is to be noted that whenever Euclidian distance

is measured with the sonobuoy, the distance is measured from the centre of the

cube. In case, two NCs are meeting the selection criterion, choose any one of them

randomly.

Algorithm 2: Target cube selection
1 begin
2 Node A acquires its coordinates (Ax, Ay, Az) and its CC’ID
3 Calculate DCC of CC with the nearest sonobyouy
4 Calculate NCs = {NC1, NC2, NC3, ...NCi, ..} of a SC
5 Calculate DNC for the set of NCs with their respective sonobuoy
6 Select NC with lowest DNC from the destination
7 Prioritize all NCs according to distance with their respective nearest

sonobuoys
8 if DNC < DCC then
9 Check whether nodes exist in NC

10 Mark NC as target cube for forwarding phase
11 else
12 Select other NC with lowest DNC from the sets

13

14 Endif

15 End procedure
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4.4.2 Next-Hop Forwarder Set Selection Criterion

In geographic routing single forwarder node is nominated to transmit data towards

the destination. The primary disadvantage associated with the single forwarder

selection is packet loss in case of bad link quality or void hole. Therefore, the

proposed scheme has incorporated the geo-opportunistic routing paradigm to uti-

lize the broadcast nature of wireless channel to nominate multiple forwarder node.

This forwarding enables the selection of the potential forwarder set to ensure the

reliable data delivery with minimal retransmissions in worst scenarios. However,

it incurs more delay because all neighbor nodes wait till packet reaches the far-

thest node. To overcome this problem, the algorithm instend to select TC with

less number of nodes but within a threshold set after considering link quality in

Equation (4.2). This shows the error probability PBER and collision rate proba-

bility PCR where L is the size of packet [113]. The selection of TC with minimum

number of neighbors helps in reduction of interference because minimum number

of neighbors access the wireless channel. Moreover, the delay is reduced up to

significant amount due to the participation of few nodes from the NC. Further-

more, within the TC, election of next-hop forwarder set is done through advance-

ment towards the destination (ADV). The ADV is calculated for the set of nodes

Nk = {N1, N2, N3, ...} in the TC. The nodes are prioritized on the basis of

highest advancement towards the destination.

α =
1

PCR

× (1− PBER)L (4.2)

ADV (ni) = D(nk, s
∗
n)−D(ni, s

∗
i ) (4.3)

ADV (ni) shows the advancement of ni, and neighbor of the source node is

represented with nk towards its closest sonobuoy in Equation (4.3). For node

ni belonging to the potential neighbor set Fset(k) taken from Equation (4.1),

normalized advancement towards the destination is calculated according to Equa-

tion (4.4) [21].

NADV (ni) = ADV (ni)× P (di
k, L) (4.4)
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Algorithm 3 illustrates the selection of next hop forwarder in GDGOR-IA. Firstly,

source node acquires the information about the neighbor nodes which is performed

as discussed in Algorithm 2. Once neighbor information acquired, source node pro-

ceeds to the next step for the nomination of potential forwarder node to execute

the network operations. Let’s assume that source node na deployed in downstream

current cube which has neighbor cubes consists of numerous set of neighbor nodes

PFset(na) named as potential forwarders of na. This set is a subset of Fset(na)

in all nodes meet the selection conditions imposed through Equation (4.4). If

PFset(na) is an empty set, then take help from the information of Algorithm 2

providing the set of available NCs which can be used as target cubes. Each node

differentiates itself from the other based on the cube ID. In case of multiple avail-

able target cubes, then obtain multiple forwarder sets Fset(na) for na. In such

conditions, the comparison of the accumulated NADV of all sets to select the

cubes which has less node number for avoiding the interference and minimizing

the delay.

Algorithm 3: Next-hop forwarder selection
1 begin
2 Procedure: select next-hop forwarder
3 for nb ∈ Fset(na) do
4 Select nodes residing in TC from Fset(na)
5 Endfor

6 Put selected nodes in PFset(na)
7 if PFset(na) ≤ Fset(na) then
8 if PFset(na) = {} then
9 Run phase I of the algorithm

10 Select cube placed at second priority in NCs(na)
11 else
12 Calculate NADV for PFset(na) according to Equation (4.4)
13 Order all the nodes in PFset(na) according to their NADV
14 Select node with highest NADV as next hop forwarder
15 Calculate Thold according to Equation (4.5) for PFset(na)

16 Endif

17 Endif

18 End procedure

As the final step, the nodes in the set are ordered according to their NADV. Next
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hop forwarder node is selected based on highest normalized advancement and rest

of the nodes are prioritized accordingly. The next hop forwarder node holding

time is calculated using Equation (4.5).

T i
h = Tp +

i∑
j=1

D(nj, nj+1)

s
+ i× Tproc. (4.5)

Tp depicts the propagation delay incase of one hop away sender from the destina-

tion. The second part of the expressions contains the propagation delay of all the

member nodes where s is the speed of sound in the acoustic medium. The third

expression Tproc depicts the processing time of each node i at each hop.

All nodes belonging to the same cube can overhear each others transmission that

handles the hidden terminal problem effectively. All other nodes gather packets

from neighbor nodes to acquire information about cube ID. This process caters

problem of hidden terminal along with the interference among potential neighbor

nodes residing in the same cube, thus the packet loss is reduced.

4.5 GRMC-SM

In system architecture there are deployment of mobile sinksMSn=ms1,ms2, ...,msn

to retrieve information directly from nodes. Figure 4.1 illustrates multi-sink archi-

tecture which is also discussed in Section 4.3.1, Sn sinks are replaced with mobile

sinks MSn. The updated network model is depicted is Figure 4.3. As illustrated

in Figure 4.3, all sinks are deployed uniformly within the network region, where

nodes communicate with the nodes of neighbor cube in their transmission range

to handover the data packet to the closest MSn. In case of coverage hole, sinks

change their coordinates in order to gather data packet from the node directly.

The sink movement is governed with the intent to minimize the total travelled

distance which directly minimize the delay. Though, there is a particular cost

associated with the mechanical movement of sinks but mobile sinks come to the
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Figure 4.3: Schematic diagram of GRMC-SM

water surface to deliver data and also get recharged, thus, sinks have no constraint

of energy to perform network operations.

4.5.1 Data Forwarding and Routing in GRMC-SM

In GRMC-SM, all nodes forward their packets to one-hop neighbors or in-range

sinks placed at shorter the distance from the surface than the node itself. The

deployment of mobile sinks is uniform in the field to cover maximum volume

of the network. If, a node is unable to find sink(s) in its transmission range

then nodes relay data packet via multi-hop mechanism towards the destination by

following the greedy approach. Algorithm 4 presents the data forwarding (DFM)

and routing mechanisms in GRMC-SM.

In case, a node is trapped in a coverage hole and does not find a potential neighbor

node or nearby sink. This node broadcasts a void-node-declaration message to its

neighbors in the CC and to the NCs to avoid the data loss and transmission trap.

This declaration saves node battery and allows the network nodes to operate for

maximal time period. This information is further spread to the nearby mobile sink,

which aid the void node to deliver its sensed and received information to the base
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station for further processing. Once MSn receives the void-declaration message,

the movement of the closest mobile sink is triggered to change its course to provide

to the void node at top priority. When mobile sink S′(x,∆y, z) disseminates the

changed co-ordinates in its transmission range, the void node forwards its data to

S’. From there onward, mobile sink relays composite data to the sinks placed at

the surface. As a last step, a set of surface sinks transmits data via radio link to

monitoring centre on the surface.

4.5.2 Recovery Mode via Sink Mobility

Several methods of void hole recovery have been proposed e.g., physically replacing

the dead nodes or recharging the sensor node battery; mechanical movement of

the sensor nodes to adjust the depth [21] and usage of relay nodes to perform

particular function of relaying data in case of void occurrence.

System architecture incorporated the sink mobility in GDGOR-IA scheme to ana-

lyze the effect of controlled sink mobility when void hole occurs. During the opera-

tion of forwarding, when a node traps in the void region and finds no alternate route

to proceed the network communication even after examining its neighbor informa-

tion. To resume the greedy forwarding, void node recovery mechanism operates.

To inform the low depth neighbors, void-node-declaration packet is disseminated

to inform the mobile sink. If neighbor node receives this declaration message and

is not a void node itself, it replies the void-node-declaration-reply message with its

location and neighbor information. This step is basically a message-based recovery

for sender void node.

In other case, if the downstream node is also in the void node, then scenario

leads towards local maxima trap with couple of void nodes in it. Thus, all data

packets will be dropped because potential forwarders are not available to relay the

transmitted data packet. To overcome earlier said scenario, uniform mobile sink

deployment is performed in GDGOR-IA scheme and evaluated the performance

of the proposed GDGOR-SM. Deployment of sinks in three dimensional network
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Algorithm 4: Data forwarding mechanism (DFM)
1 begin
2 Procedure Directional forwarding(Node,Data)
3 Initially, Fs = φ
4 For Node ′a′,
5 for Neighbors(a) do
6 Greedy forwarding
7 if sεNeighbors(a) then
8 if Drs

a < Drs
s ||Da

s ≤ Rc

9 Send packet
10 EndIf

11 if nεNeighbors(a) then
12 if Drs

n < Drs
a then

13 Fs ← Fs

⋃
n

14 Compute ADV using Equation (3)
15 Arrange nodes based on ADV
16 Select first priority node from Fs

17

18 Endif

19 Endif

20 Endfor

21 Forwarding between sinks
22 Sinks forward data based on advancement
23 Either directly or using intermediate sinks
24 if Neighbors(s) = φ then
25 s(x, y, z)← s′(x, y +∇y, z)
26 if Neighbors(s′)exist then
27 for siεNeighbors(s′) do
28 Calculate Drs

si

29 if Drs
si
< Drs

s′ then
30 Choose Drs

min as a forwarder,
31 Forward data
32 Endif

33 Endfor

34 Endif

35 Endif

36 End procedure
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field is intended to reduce and recover data from the void regions. In mountain like

trapped region, nodes look for nearby sink using two hop information. When a sink

receives void-node-declaration message disseminated by node having coordinates

(X, Y , Z), it calculates its new depth based on location information of the void

node. In worst scenarios, depth adjustment of sink node is not progressive towards

the destination. However, data discarded due to communication void is forwarded

to the sink.

4.6 Mathematical Formulation Using Linear Pro-

gramming

Linear programming is a common mathematical strategy which gives an optimal

outcome for a linear problem. Here, discussed how linear programming helps in

optimizing throughput and balancing energy consumption.

4.6.1 Energy Consumption Minimization

The imbalanced energy depletion among the network nodes degrade the network

performance. In this regard, various routing algorithms are proposed to address

this problem. Thus, energy minimization is performed based on objective function

by following linear constraints. In both proposed schemes, energy consumption

caused during transmission and reception of data packet. The formulation of the

objective function to optimize energy consumption is proposed in (Equation (4.6)).

Minimize
N∑
i=1

Econsumed(i) ∀ i εN (4.6)

where Econsumed is the energy consumed per packet per node in the network.
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Initially, the energy depletion is because of packets transmission and reception

which is counted as shown in Equation (4.7).

Econsumed(ij) = (ETX + ERX) (4.7)

In Equation (4.7), Econsumed between node i and node j is mainly due to the

transmission of data ETX over the distance (D(ij)). The receiving energy (ERX)

depends on number of bits received in the data packet from sender node according

to Equation (4.8).

Emax
TX = PTX × (HS + L)/DR (4.8)

Emax
RX = PRX × (HS + L)/DR, (4.9)

Equations (4.8) and (4.9) show optimal values of ETX and ERX and depend on

transmission PTX and receiving PRX powers, respectively. Whereas, packet size

is (HS+L) and DR depicts data rate.

Etotal = Einitial ×N (4.10)

Etotal depicts the summation of network nodes energy as initial energy (Einitial)

given in Equation (4.10). The Econsumed in each round (r) is stated in Equa-

tion (4.11) as,

Econsumed =
rmax∑
r=1

(Econsumed(r)). (4.11)

For GDGOR-IA scheme, energy consumption due to depth adjustment of void

nodes shown in Equation (4.12),

E ′consumed =
rmax∑
r=1

(Econsumed(r) + EDA(r)), (4.12)

where EDA(r) depicts the amount of energy dissipated in depth adjustment during

each round which is added till maximum round rmax reaches.
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EDA = Nvn × (EDA(nvn)). (4.13)

Nvn represents the number of void node.

Objective function in Equation (4.6) is defined under following linear constraints:

E(TX,RX) ≤ Ei
r ∀ i εN (4.14)

D(i,j) ≤ Rc ∀ i, j εN (4.15)

Di,j represents the distance between nodes i and j which must be less or equal to

the Rc communication range.

EDA(nvn) ≤ Er
i ∀ i εN (4.16)

In GRMC-SM, Econsumed is mainly due to single or multi-hop communication in

the network. Therefore, Econsumed associated with this scheme can be computed

by Equation (4.11).

E(TX,RX) ≤ Ei
r ∀ i εN (4.17)

The summation of transmission and reception energies E(TX,RX) should remain

less for successful transmission. While, E(TX,RX) restricts receiving energy through

Equation (4.18).

E(TX,RX) ≤ Ei
r ∀ i εN (4.18)

To limit the communication of the transmitter node within the transmission vicin-

ity Rmax
TX , Equation (4.19) is used. Moreover, the distance should be greater than

zero as given Rmin
TX in Equation (4.20),

Dj
i ≤ Rmax

TX ∀ i, j εN (4.19)

Dj
i ≥ Rmin

TX ∀ i, j εN. (4.20)
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Emin
TX = ETX/Ls (4.21)

Emin
RX = ERX/Ls (4.22)

Graphical Analysis: Let consider a scenario where 250 m be the transmission

range and Ls levels i.e., Ls = [1–5]. The intention to make transmission Ls is

to note down the pattern of energy dissipation based on Ls expressed in Equa-

tions (4.21) and (4.22). Where (HS + L) = 888 bits, DR = 50 kbps, N = 450,

PTX = 2 W, and PRX = 0.0158 W. Based on earlier given parameters, ETX is

35mJ J computed via Equation (4.21) at Ls = 1 and 7mJ J via Equation (4.21)

when Ls = 5. By Equation (4.22), ERX is 0.56 mJ computed at Ls = 1 and 2.8

mJ computed when Ls = 5.

7.56 ≤ ETX + ERX ≤ 37.8 (4.23)

0.56 ≤ ERX ≤ 2.8 (4.24)

7 ≤ ETX ≤ 35 (4.25)

Figure 4.4 depicts the feasible region in which energy consumption always results

in optimal network lifespan. Thus, points from given region yield minimal energy

consumption with valid solution.

The solution is tested on the following vertex which are computed in Figure 4.4a.

at P1 : 0.56 + 7 = 7.56 mJ

at P2 : 0.56 + 35 = 35.56 mJ

at P3 : 2.8 + 7 = 9.8 mJ

at P4 : 2.8 + 35 = 37.8 mJ.

For GRMC-SM, following vertex are used which are depicted in Figure 4.4b.

at P1 : 0.027 + 0.25 = 0.27 mJ
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Figure 4.4: Feasible regions (a) Feasible region for energy tax minimization
(GDGOR-IA); (b) Feasible region for energy tax minimization (GRSM-MC).

at P2 : 0.027 + 1.8 = 1.827 mJ

at P3 : 0.19 + 0.25 = 0.44 mJ

at P4 : 0.19 + 1.8 = 1.99 mJ.

Hence, the energy consumption within the bounded region is minimal resulting in

optimal network lifespan, which is further verified through simulations in Section

4.7.
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4.6.2 PDR Maximization

In order to enhance network throughput by consuming minimum energy, packets

are transmitted through multiple hops. Throughput is number of packets suc-

cessfully reached the sink. Link quality is taken into consideration by defining

threshold value δ for selecting optimal neighbor nodes at each hop. Additionally,

it ensures successful packet delivery. Moreover, energy needed to transmit the

packet must be fulfilled during forwarding according to C1. All aforesaid con-

straints are considered during the formulation of the objective function given in

Equation (4.26).

NT(p) = Maximize

N∑
i=1

Tp(i); ∀ i εN, (4.26)

where NTp(i) is network throughput, Tp(i) represents the number of successful

packets reached to destination which are generated by node i. mathematically in

can be expressed by Equation (4.27).

Maximize
rmax∑
r=1

NTp(r); ∀ 1 ≤ r ≤ rmax, (4.27)

such that:

C1: ETX,RX ≤ Er

C2: Plink ≥ δ

C3: ETX,RX ≥ Eth,

where Eth is the threshold for transmission and reception energies.

C4: 0 < Dij ≤ Dmax
ij .

C1, C2, C3 and C4. C1 and C3 restrictions on ETX and ERX are set to avoid

unnecessary energy consumption. In GRMC-SM, all nodes report their sensed

data to the nearest sink. PDR of the network is accumulated packets successfully
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received at all the sinks. Equation (4.27) shows the summation of all the data

packets in r rounds. Feasible region for GDGOR-IA lies within these following

vertex points as shown in Figure 4.5a.

at P1(0.34, 150)

at P2(0.55, 200)

at P3(0.60, 250)

at P4(0.83, 550).

Similarly, for GRMC-SM, feasible region lies within following vertex points illus-

trated in Figure 4.5b:

at P1(0.45, 150)

at P2(0.6, 200)

at P3(0.65, 250)

at P4(0.89, 550).

4.6.3 Minimization of Average Delay

During the operation of forwarding in the network, sender nodes transmit packets

directly or via multi-hops. The proposed work defines average delay incurred due

to direct and multi-hop transmission in r rounds for N number of nodes in the

network as in Equation (4.28). In multi-hop transmission, node waits for Tw time

as shown in Equation (4.29),

Dave = (
N∑
i=1

Dtot(i))/Psucc ∀ i εN. (4.28)

Tw = DProc +DProp + Thold, (4.29)

DProp = (Rc −D(ij))/s, (4.30)
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Figure 4.5: Feasible regions. (a) Feasible region for throughput maximization
(GDGOR-IA); (b) Feasible region for throughput maximization (GRMC-SM).

Thold =

j∑
i=1

D(ni, ni+1)/s. (4.31)

Total delay incurred comprises of delay due to direct transmission and multi-hop

transmission as in Equation (4.32),

Dtot(i) = DDT (i) +DMHT (i) (4.32)

Dtot(i) is the delay occur in transmitting P number of packets successfully towards

destination by any node i. For direct transmission to in range sinks, time taken is

accumulation of propagation time and processing time.

DDT−min = Tw ×Hn; (4.33)
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where Hn = 1 for direct transmission scenario when the sink is in transmission

range of source node.

DMHT−min = Hn−min × Tw; (4.34)

DMHT−max = Hn−max × Tw; (4.35)

The objective function in Equation (4.28) is formulated under following constraints

C1, C2, C3:

at C1: 0 < Dij
max ≤ Rc

at C2: 0 < Tw

at C3: Hn−min ≤ Hn−max

Graphical analysis: Let’s consider, if source node be in the transmission range of

sink and it relays data directly. During this, delay caused is represented via DDT .

On the other hand, when sink cannot be accessed directly by the sender node,

then packet is transmitted through multiple hops. By assuming that minimum

delay is caused on one-hop transmission and maximum delay occurs when data

is delivered through multiple hops. The computation of maximum and minimum

delays caused in both direct transmission scenario and multi-hop scenario; as,

shown in Fig. 7.

1.35 ≤ DDT +DMHT ≤ 3.45

0.45 ≤ DDT ≤ 0.6

0.9 ≤ DMHT ≤ 2.85

Each vertex of the region is shown as:

at P1 : 0.45 + 0.9 = 1.35 s

at P2 : 0.45 + 2.85 = 3.30 s

at P3 : 0.6 + 0.9 = 1.5 s
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at P4 : 0.6 + 0.285 = 0.885 s

Each vertex of the region is shown as:

1.72 ≤ DDT +DMHT ≤ 3.71

0.50 ≤ DDT ≤ 0.65

1.22 ≤ DMHT ≤ 3.06

Each vertex of the region is shown as:

at P1 : 0.5 + 1.22 = 1.72 s

at P2 : 0.5 + 3.06 = 3.56 s

at P3 : 0.65 + 1.22 = 1.87 s

at P4 : 0.65 + 3.06 = 3.71 s

4.7 Simulation Results and Discussions

Simulation results of proposed work are presented against three existing state of

the art schemes; GEDAR

[21], EnOR [104], RE-PBR [114] and AUV-CH [96]. The performance is eval-

uated based on PDR, fraction of local maximum nodes, energy consumption per

packet per node, end-to-end delay and depth adjustment. Further the analysis

of proposed methodologies is done by varying traffic load as well. The detailed

discussion is presented as follows:
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4.7.1 Simulation Settings

To perform simulations, nodes are varied from 150–450 with 45 sonobuoys posi-

tioned at the water surface to gather data from underwater nodes. The network

dimensions are 1500 m × 1500 m × 1500 m. Moreover, the transmission range

is Rc = 250 m and DR = 50 Kbps. Also, it considers a payload of 150 bytes in

each data packet including 20 bytes of beacon message. The energy dissipation

associated with transmission, reception, idle state and depth adjustment is Pt = 2

W, Pr = 0.1 W, Pi = 10 mW and Em = 1500 mJ/m, respectively, [21]. The

average of 50 distinctive simulation runs is taken for getting near optimal results

against each value plotted in the graphs.
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Performance Metrics

In this section, basic performance parameters are defined as:

• PDR: The ratio of packets successfully received at surface sonobuoys over

number of packets transmitted from each network node during the network

operational time. The mathematical expression is given as follows:

PDR =
Psonobuoys
Ptotalgen

. (4.36)

where, Psonobuoys shows the quantity of packets delivered at the destination,

while Ptotalgen depicts the summation of packets generated from each network

node.

• Fraction of void nodes: It is the amount of network nodes fail to deliver the

data packet over the acoustic communication channel because of unavailability

of further forwarder nodes in thier transmission range.

• Energy consumption: It is defined as, the energy utilized in transmitting and

receiving a data packet by a node within its transmission range. It is measured

in joules (J).

• End-to-end delay: Time required for transmitting and propagating data from

source to destination is called end-to-end delay and its unit is seconds (s).

• Depth adjustment: Net distance covered by a void node to find a forwarder

node for resuming network operations is called depth adjustment and it is

measured in meters (m).

4.7.2 Analysis of proposed Scheme Results against Existing

State of the Art

The simulation results of proposed schemes; GDGOR-IA, GRMC-SM, and GDGOR-

SM against existing methodologies GEDAR, AUV-CH, and EnOR are proposed in
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this section. The discussion is divided into different subsections; fraction of void

nodes, depth adjustment, PDR, energy consumption, and end-to-end delay.

4.7.2.1 Fraction of Void Nodes

Figure 4.7 depicts the fraction of failure in proposed and baseline schemes. The be-

haviour of GDGOR-SM shows that when node density is varied from 100–150, the

fraction of node failure is decreasing gradually, however, as the quantity of nodes

increased to 200, then sudden down fall is observed in the results of Figure 4.7.

Further, after deploying more number of nodes up to 200–500, the trend shows

continuous decrease. This scheme has less failure because of mobile sonobuoys

which dive into the water from the surface to retrieve data directly and return

data to specified destination. Similarly, in GRMC-SM, the trends of decreasing

node failure at various node densities are almost similar to GDGOR-SM, however,

the failure rate is higher due to the consideration of multihop transmission when

mobile sonobuoy is not in range of a node.

Whereas, AUV-CH and EnOR performance starts declining because in opportunis-

tic routing multiple sensor nodes participate in communication, and the reliability

of delivering data is although high but the chances of communication failure are

also high in both schemes. On the other hand, EnOR is focusing on rotating the

forwarder node and has no mechanism for void avoidance, therefore it has high

fraction of void nodes. The GEDAR utilizes sonobuoys which are positioned at

the surface of water, whereas, lack of sonobuoys mobility exposes GEDAR scheme

to communication failure. Thus, it is evident that 30% nodes lie in the category of

void nodes in sparse network in both GEDAR and GDGOR-IA. Thus, the fraction

of node failure is high when less number of nodes are deployed in the network and

after increasing the number of nodes, it tends to reduce significantly in all the

schemes. Fraction of void nodes is reduced in GEDAR and GDGOR-IA by opting

depth adjustment mechanism. Whereas, the fraction of void occurrence is more

in RE-PBR when the network is sparse because, it is hard to find forwarder node

with high link quality along with the highest remaining battery and lower depth
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Figure 4.7: Fraction of void nodes plots

node. Moreover, the quantity decreases significantly as the density increases from

150–450. The reason of sudden decrease was the availability of more nodes in the

transmission range of source node. As it is illustrated in Figure 4.7, RE-PBR only

beats EnOR, while in other schemes, the mechanism of recovery is available which

makes them more effective and efficient in terms of handling energy consumption.

4.7.2.2 Depth Adjustment

At low network density, distance between void nodes is high. Figure 4.8 depicts

the displacement of void nodes in GDGOR-IA and GEDAR. It can be seen that

at node number 200, 15% of network nodes are void nodes. As node number

in the network field increases, the displacement of void nodes decreases. This is

because of increase in node density, the fraction of void nodes decreases as shown

in Figure 4.7.



Mobile Sinks assisted GR and OR 107

150 200 250 300 350 400 450
500

1000

1500

2000

2500

3000

3500

4000

4500

Number of nodes

D
ep

th
 a

dj
us

tm
en

t (
m

)

 

 
GDGOR−IA
GEDAR

Figure 4.8: Depth adjustment plots

4.7.2.3 PDR

The PDR of all schemes is monotonically increasing as depicted in Figure 4.9.

However, the proposed work supersedes all the existing compared schemes be-

cause of the incorporation of sonobuoys mobility. Although all the three proposed

schemes have opted void node recovery mechanism, cost associated with each

scheme is different. At the beginning, GDGOR-IA performs same as GEDAR but

the interference avoidance mechanism reduces the chance of data loss resulting in

high PDR.

Initially, the PDR is very high of RE-PBR because of the consideration of link

quality during the selection of forwarder node. The inclusion of link quality metric,

enables reliable delivery of data packets at the destination as illustrated in Fig-

ure 4.9. The increase in PDR is gradual with the increase in node number because

of consistent rotation of forwarder node, which avoids dramatic death of node.

However, when node density reaches 350, the proposed schemes GDGOR-SM and
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Figure 4.9: PDR plots

GRMC-SM outperform RE-PBR because mobile sinks collect data directly from

sensor nodes.

PDR in EnOR is very much high as compared to AUV-CH and even from proposed

scheme, GDGOR-IA because of its ability to assign priorities to each node which

ensures imbalance energy dissipation throughout the network operational time.

However, the major reason of not beating all schemes is the absence of mobile

sonobuoys due to which only data is delivered via multi-hopping. If void node

occurs, then no mechanism is defined to recover data packet which results in data

loss. While AUV-CH performs not well because of its ability to gather data from

every node which takes time and gathers less data as compared to the proposed

schemes.
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Figure 4.10: Energy consumption comparative plots

4.7.2.4 Energy Consumption

The depletion of node battery is directly proportional to distance between trans-

mitter node and receiver node. The energy utilization is presented in Figure 4.10

which clearly states that GRMC-SM outperforms rest of the compared schemes

in the plot. Initially, the energy is 2 J at 100 nodes while as the density increases

it goes down gradually to less than 0.5 J at 500 node number. The reason of

this continuous fall down is that nodes start finding plenty of neighbors within

the communication vicinity. As stated earlier discussion, energy consumption is

directly related to distance, thus, when nodes find neighbors in the transmission

range quite often and mobile sonobuoys continuously patrolling the acoustic envi-

ronment than energy is significantly reduced by deploying more number of nodes.

The pattern of energy dissipation in GDGOR-IA is the same, however, because of

the consideration of interference, it needs to choose next hop with utmost care.

While, GDGOR-IA has more energy dissipation at node 100 however, it reduces

as the node density increases but still has more energy than AUV-CH. In GEDAR
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and GDGOR-IA, energy consumption is mainly due to the depth adjustment for

recovery purpose. At the beginning, fraction of void node is high in sparse network

as shown in Figure 4.7. Hence, more energy consumption occurs due to large

displacement of nodes on average to recover communication voids. The trend

of energy consumption follows the same behaviour for GEDAR and GDGOR-IA

when node number is below 250.

The AUV-CH and EnOR show moderate energy consumption from beginning till

the node density 500. While, GEDAR has high energy consumption initially, but,

it reduces suddenly after the node density increases from 150. The EnOR has min-

imum energy consumption 1.25 J when number of nodes are 500. Whereas, AUV-

CH has slightly higher energy dissipation than GDGOR-IA as clearly depicted

in Figure 4.10. Whereas, the dissipation of node battery is high in RE-PBR

due to consistent rotation of relay node which helps in balancing energy, however,

the involvement of more hops results in high energy consumption as compared to

proposed schemes.

4.7.2.5 End-To-End Delay

In Figure 4.11, the end-to-end delay is consistently because of more number of

nodes participate in communication when node density increases. Highest delay

is experienced by AUV-CH due to data gathering from every node in its commu-

nication range, and the delay is 2.5 s at 500 node number. This delay is occur-

ring because of high traffic load that results in to more number of transmissions.

Whereas, EnOR has higher delay due to opportunistic forwarding in which time

consumed at assigning priorities to each node in the forwarder set for avoiding

immutable selection of each node towards the destination. This incorporates more

delay in EnOR, however, lower than AUV-CH. While, delay in RE-PBR is less

than all schemes throughout the network lifetime except GDGOR-IA. The rea-

son of less delay than other schemes is, the selection of high quality link which

mitigates the chances of retransmissions.
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Figure 4.11: End to end delay plots

Whereas, GDGOR-IA bears the same delay as GEDAR in Figure 4.11. However,

GDGOR-IA opts void hole avoidance mechanism along with interference avoidance

in order to avoid communication voids and data loss. This incurs more delay due

to several number of hops taken to bypass void holes. In GRMC-SM scheme,

number of hops taken to deliver data to sinks is less while compared with other

schemes because of mobile sonobuoys involvement for data gathering from acoustic

nodes directly. Thus, reduced end to end delay is experienced in GRMC-SM and

GDGOR-SM as shown in Figure 4.11. Performance analysis of GEDAR against

proposed technique is given in Table. 3.

4.7.2.6 Performance Trade-Offs

From the simulation results, it can be concluded that there is trade-off between

performance parameters. In GEDAR. GDGOR-IA scheme, achieves slightly better

PDR is slightly high with 14% less delay in the network. This is due to the

interference avoidance mechanism opted in the scheme that minimizes the delay
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caused due to the opportunistic routing opted in GDGOR-IA. GRMC-SM secures

high PDR at low energy cost as compared with GRGOR-IA and GEDAR. While

incorporating sink mobility in GDGOR-IA, energy cost associated with depth

adjustment is diminished due to sink deployment in three dimensional volume for

maximum coverage.

4.7.3 Observations of the Research

Table 4.1: Analysis of performance parameters against GEDAR

Parameter GDGOR-IA GRMC-SM GDGOR-SM

PDR (%) 4 7 3

Energy tax (%) 10 51 12

Latency (%) 16 −48 15

4.7.3.1 Performance Analysis Based on Varying Traffic Loads

To analyze the effect of traffic load in the network, this research carried out an

analysis for GRGOR-IA routing scheme. At three different values of traffic load,

the proposed scheme is evaluated performance parameters. In Figure 4.12a, PDR

is high at medium packet size at 50 kbps data rate. PDR increases when node

density is high, after the deployment of 350 nodes, it remains constant due to avail-

ability of node in the transmission range increases, however, few become potential

forwarders. This research considered latency in Figure 4.12b that is high at high

data packet size while considering same data rate for three data packet sizes. It

is because, high traffic load incurs more delay overall in the transmission process.

Whereas, latency incurred due to medium traffic load is less comparatively. Trend

for energy consumption in Figure 4.12c follows same pattern for all three traffic

loads. However, at high traffic load, energy consumption is high that is because

of more energy consumption for high packet rate. Initially, energy consumption is

more for medium traffic load while compared with low traffic load scenario. Later
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on, with the increase in node number, energy consumption stays same for medium

and low traffic loads.

4.7.3.2 Performance Analysis of GRMC-SM by Varying Number of

Sinks

To investigate the fraction of isolated nodes and their effect on PDR, the anal-

ysis have been conducted by varying sonobuoys from 9–64 sonobuoys. Void re-

gions in the network are significantly reduced in GRMC-SM due to three dimen-

sional deployment of sinks in the network region. Worst scenario is when number

of sonobuoys are 9 and performance gets better with the increased number of

sonobuoys. Because of increase in sonobuyoys number, the void regions and con-

nectivity holes in the network are avoided. Hence, other performance parameters

improve along with fraction of void nodes as shown in Figure 4.13. Considering

the fact that only 5% nodes are in void region in case of 64 sonobuoys deployed

in the network, observe PDR gets higher in this scenario while compared with

other scenarios. Average delay reduces due to more direct transmissions in 64

sonobuoys in the network. Anyhow, there are few costs associated with multi-sink

architecture, specifically, when sinks are deployed in three dimensional field.
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Figure 4.12: Performance parameters for GDGOR-IA. (a) PDR for GDGOR-

IA; (b) Latency for GDGOR-IA; (c) Energy tax for GDGOR-IA.
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Figure 4.13: Performance parameters for GRMC-SM. (a) Fraction of void
nodes under different number of sonobuoys; (b) PDR under different number of

sonobuoys; (c) End to end delay under different number of sonobuoys.
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4.8 Conclusions

In this chapter, the proposed schemes have performed collaborative tasks of routing

data towards the destination while coping with communication voids. The pro-

posed schemes exploit geographic information to route data greedily towards the

sonobuoys. Three dimensional division has made network scalable and forward-

ing is directional because of selection of upstream nodes from the neighbor cube.

In this way, hops taken to execute a complete transmission from sender node to

sonobuoy has reduced significantly. Moreover, interference avoidance in GDGOR-

IA helps in reduction of packet loss, thus it improves PDR. In GRMC-SM, con-

trolled sink mobility considerably enhances network performance as compared to

baseline schemes. Energy cost is significantly improved due to coping with com-

munication voids by reducing fraction of void nodes. Consequently, these schemes

provide efficient solution for reliable communication among the network nodes.

Mathematical problem formulation using linear programming provides feasible so-

lution for minimizing the consumption of energy, reducing average end-to-end de-

lay and maximizing PDR. This chapter proves the role of sink mobility in network

for lifetime improvement, linear optimization is effective in term of minimizing the

energy consumption of nodes, geographic routing seems promising choice and re-

duced tradeoff gap between energy consumption and other important parameters.

This Chapter covers research questions 3,5,6 and 10 mentioned in chapter 1.

Transmission range adjustment and geo-spatial division are individually imple-

mented in DOW-PR and GDGOR-IA respectively. In order to get benefit of both

these researches, the hybrid version of these two i.e. LETR were incorporated.

The novelty of location error prediction was also included while selecting the for-

warder. GDGOR-IA incorporates the division of forwarding zone into small logical

cubes in transmission range of the sender node. The geo-spatial division reduced

the probability of finding nodes in small cubic region especially in sparse network

scenario . This research further investigated the other methods of forwarding re-

gion division. The next chapter is the extended work of GDGOR-IA i.e. Location
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Error Resilient Transmission Range based routing protocol (LETR). Moreover,

LETR also considered the transmission range adjustment technology proposed in

DOW-PR routing protocol.



Chapter 5

Position adjustment based location

error resilient geo-opportunistic

routing for void hole avoidance in

UWSN

5.1 Summary of the Chapter

This chapter presents four routing protocols for Underwater Sensor Networks

(USNs): Location Error resilient Transmission Range adjustment based protocol

(LETR), Mobile Sink based GEographic and Opportunistic Routing (MSGER),

Mobile Sink based LETR (MSLETR) and Modified MSLETR (MMS-LETR).

LETR considers transmission range levels for finding neighbor nodes. If a node

fails to find any neighbor node within its defined maximum transmission range

level, it recovers from communication void regions using depth adjustment tech-

nology. MSGER and MSLETR avoid depth and transmission range adjustment

and overcome the problem of communication void regions using MSs. Whereas,

MMS-LETR takes into account: noise attenuation at various depth levels, elim-

ination of retransmissions using multi-path communication and load balancing.

118
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The performance of proposed protocols is evaluated through simulations using dif-

ferent parameters. The simulation results show that MMS-LETR supersedes all

counterpart schemes in terms of packet loss ratio. LETR significantly improves

network performance in terms of energy consumption, packet loss ratio, fraction

of void nodes and the total amount of depth adjustment.

5.2 Introduction

USNs recently came up with hundreds of applications like harbor monitoring,

oceanographic data collection, seaquakes monitoring, submarine tracking, etc.

[18]. In traditional USNs, a number of tethered sensor nodes are dropped in

the targeted network area for monitoring. However, the inherent challenges like

high bit error rate, limited bandwidth and large end-to-end delay have very bad

impact on deployment and in design of USNs. Nevertheless, high end-to-end delay

is observed in USNs due to speed of sound in water i.e. 1500 m/s [18]; the acous-

tic signals are the most preferred way of communication in acoustic environment

because radio waves get absorbed in water due to high frequency range, whereas,

optical waves are applicable only to short range transmissions and face heavy scat-

tering.

Besides sensing, many sensor nodes have the capability to locate themselves using

positioning system. Global positioning system provide an expensive and power

consuming solution to the localization problem. Therefore, local positioning sys-

tem is the most feasible and cost effective technique for localization in underwa-

ter. However, erroneous nature of local positioning system effects communication

between network nodes. Besides localization errors, one of the major challenge

is the efficient utilization of limited node battery which directly effects the net-

work performance. Further, it is quite difficult to replace sensor node’s battery

in harsh aquatic environment. Thus, need of efficient and reliable routing mecha-

nism emerges which can ensure error resilient and energy efficient communication

between sensor nodes.
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Geographic routing is considered as the most promising data transmission tech-

nique to address the key USN’s issues because it is simple and scalable [45]. More-

over, complete route establishment and maintenance towards sink is not required.

Whereas, locally optimal routes are selected at each hop till the packet reaches

its destination. Geo-opportunistic routing add more benefits for data transmis-

sion in terms of high packet delivery ratio and reduced energy consumption. In

opportunistic routing, only a highest priority node transmits data where multiple

neighbor nodes keep the same copy of the packet. The neighbor nodes hear and

suppress their transmissions to avoid interference. A second priority node trans-

mits data when the highest priority node fails to transmit [18].

Although, geo-opportunistic techniques provide simple and energy efficient solu-

tion though, void hole problem severely impacts performance of these protocols.

If a node is unable to locate any neighbor node in its vicinity, it is considered

as a void node. The deployment strategy of sensors and the imbalanced energy

consumption result in void holes creation. In this situation, the routing protocols

either route the data packets using some recovery mechanism or simply discards

packet.

In this chapter, four routing protocols have been proposed: Location Error re-

silient Transmission Range adjustment based protocol (LETR), Mobile Sink based

GEographic and Opportunistic Routing (MSGER), Mobile Sink based LETR

(MSLETR) and Modified MSLETR (MMS-LETR) for USNs. The proposed pro-

tocols provide solution to localization problems as well as for the recovery of void

regions. LETR uses location information of sensor and sink nodes to locate a

set of neighbor nodes. An angle between sender and receiver is calculated and

the node is considered as an eligible neighbor only when the calculated angle lies

between defined thresholds. Each sensor node calculates its advancement while

the node with minimum advancement is selected as a neighbor node. To success-

fully deliver data packets and maximize network throughput along with energy

efficiency, LETR calculates Mean Square Error (MSE). This helps to cope with

the inefficiency introduced by geographic routing (without considering location

inaccuracy) in terms of energy consumption and network throughput. The packet
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delivery probability, packet advancement and MSE are used altogether in the se-

lection of optimal forwarder node. One of the most important feature of LETR is

transmission range adjustment for void area recovery. Instead of message based

void area recovery, the system prefer to use transmission range adjustment and

depth adjustment technology to recover communication void regions. The trans-

mission range of each sensor node is divided into k levels where the search of

neighbor nodes search initially starts at ko and the value of k increments if no

neighbor found at that level. If a node is unable to locate any neighbor within

maximum transmission range, it adjusts its depth towards surface sinks. Sensor

nodes displace to new position during depth adjustment. To the best of our knowl-

edge, this work is the first that considers both localization errors and void node

recovery in geographic routing and provides an amalgamate solution using LETR.

Simulation results prove that the LETR reduces packet drop ratio by considering

location errors and packet delivery ratio.

Whereas, in order to avoid packet loss and imbalanced energy consumption due

to dynamic underwater environment, MSGER works to avoid depth adjustment

by adjusting the position of multiple MSs to gather data from the network nodes.

MSLETR works like the same way as LETR, the only difference is the incorpo-

ration of MSs which replaces the step of power adjustment with MSs position

adjustment. MMS-LETR increases the network lifetime by minimizing the en-

ergy consumption and reducing the data packet loss. The proposed solution also

reduces the fraction of void nodes and energy consumption in the network using

transmission range and depth adjustment technology.

The rest of the chapter is organized as follows: In Section 5.3, problem statement

is defined while Section 5.1 explains system model in detail. Section 5.5 illustrates

the functioning of proposed schemes. The performance of proposed protocol is

evaluated in Section 5.6 over defined parameters. Section 5.7, conclude this re-

search work.
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Figure 5.1: Network model for LETR

5.3 Problem Statement

Geographic routing proves to be the best option where establishment and mainte-

nance of complete route between the sender and the receiver is not required. The

routes are established via disseminating location information to neighbor nodes,

which reduces the control overhead resulting in energy efficiency and high packet

delivery ratio. However, the dynamic acoustic environment still have inaccuracy

in location information. Due to inaccurate location information, the number of

retransmissions and communication overhead increases, which degrades the net-

work performance. Geographic routing boils down to location errors nevertheless,

geographic routing combined with opportunistic routing leads to void regions.
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GEDAR [18] proposed geo-opportunistic routing protocol for void recovery. How-

ever, the depth adjustment procedure in GEDAR negatively impacts the network

performance in terms of lifetime, energy consumption and topology configura-

tion. Whenever a sensor node discovers itself to be in a communication void

region, it calls depth adjustment procedure and moves to a new depth. According

to GEDAR, node always displace towards bottom in order to forward its data

through predecessor node. In case of more than one predecessor nodes, a sensor

node is unable to decide its ultimate destination, towards which it needs to move.

If the predecessor node is also a void node, the same depth adjustment procedure

applies to predecessor nodes. This high amount of energy consumption during

displacement ultimately shortens network lifespan. Also, after certain amount of

time during network operation, the areas nearer to sink become sparse due to node

movement towards bottom. Thus, the reception of data packets at sink is no more

possible. On the other hand, if a node has no other node in its vicinity, it can

neither move to a new location nor it has choice to forward its data towards sink.

Thus, the node becomes a spare node in the network.

In deep water, noise attenuation is low as deep sea is more quite than surface.

Therefore, single path communication should be preferred in high depth while

the communication in the area near surface highly affects due to various types

of noises. GEDAR selects forwarder set at each hop where highest priority node

among them is eligible to transmit data. However, at medium and lower depths

multi-path communication should be preferred to avoid packet drop ratio. To

successfully deliver data at sink, localization accuracy requirements should also be

highlighted. Many location error resilient protocols proposed to tackle localization

issue. Authors in [74] provide location error aware protocol to handle energy con-

sumption and increase packet delivery probability in sensor networks. However,

most of the protocols dealing with location errors do not implement mechanisms

for void hole recovery [53], [75]. GEDAR implements geographic routing with

no mechanism to cope with the erroneous location information. Such limitations

severely affect network communication and throughput. Underwater channel noise
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also play a key role in high energy consumption and packet drop ratio in the net-

work. The aforementioned limitations need to be addressed through novel routing

protocols. Therefore, this research presents LETR, MSLETR and MMS-LETR

which are discussed in detail in section 5 and 6.

5.4 System Model

This system consider a homogeneous and hierarchical network architecture as de-

picted in Fig. 5.1. It is evident from the depicted proposed model that the sensor

nodes are randomly deployed along with the multiple sinks placed at the surface

of water. In multi-sink architecture, it is assumed that a data packet received at

one sink will be considered received successfully at the destination. Sink nodes are

equipped with both radio and acoustic modems. These nodes are also provided

with GPS facility to determine their location. Sensor nodes use acoustic signals for

data transmission while sinks mutually communicate through radio waves. The

sensor nodes sense and transmit data periodically. Sensor nodes exploits depth

adjustment technology (winch based apparatus or inflatable buoys). The velocity

for sensor’s vertical movement is 2.4 m/min at an energy cost of 1500 mJ/m. The

sensor nodes compute their location using an existing localization method, Time

of Arrival (ToA) as in [115] and MoteTrack location identification scheme [116].

The network topology is denoted as an undirected graph G(t) = (V,E(t)) where

V correspond to sensor nodes and E(t) = euv(t) denote the links between any pair

of sensor nodes u and v at time t.

5.4.1 Packet Delivery Estimation Model

Many factors like low bandwidth, high bit error rate and delay severely degrade

the performance of underwater communication channel. The attenuation on an

unobstructed path, over d distance for a f frequency signal due to large scale

fading, is stated as follow [117]:
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A(d, f) = dkα(f)d, (5.1)

where k and α(f) specify the spreading factor and absorption coefficient, respec-

tively. Spreading factor k determines the signal’s propagation geometry and it’s

values are k = 2, k = 1 and k = 1.5 for spherical, cylindrical spreading and practi-

cal scenario, respectively. Equation 5.2 calculates the absorption coefficient using

Throp’s formula [118] as:

α(f) =
0.11f 2

1 + f 2
+

44f 2

4100
+ f 2 + 2.75× 10−4f 2 + 0.003 (5.2)

Equation 5.3 provides the average Signal-to-Noise Ratio (SNR)[119]

χ =
Eb

NoA(d, f)
(5.3)

where Eb is the per bit transmission energy and No represents the noise power

density in a non-fading Additive White Gaussian Noise (AWGN) channel. Eb and

Eo are the constant values. The probability distribution of SNR, defined in [119]

is given as:

ρd(X) =

∫ ∞
0

1

Γ(d)e
−X
Γ(d)

(5.4)

Equation 5.5 provides the probability of error:

ρe(d) =

∫ ∞
0

ρe(X)ρd(X)dX (5.5)

where ρe(X) is the probability of error at a specific SNR X. It is prefered to

use the Binary Phase Shift Keying (BPSK) modulation which is widely used in

literature for acoustic modems [45]. To calculate bit error probability [120] using

Equation 5.6 as:
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ρe(d) =
1

2
(1−

√
Γ(d)

1 + Γ(d)
) (5.6)

The delivery probability of m sized packet over d can be expressed as:

ρ(d,m) = (1− ρe(d))m (5.7)

5.5 Proposed Protocols

This section discusses the routing algorithms LETR, MSGER, MSLETR, and

MMS-LETR in detail. In order to differentiate, LETR is proposed in separate

section because of no sink mobility. Secondly, under the section of sink mobil-

ity based routing protocols; MSGER, MSLETR and MMS-LETR are given in a

separate subsection.

5.5.1 LETR

This section provides detailed functioning of proposed protocol. LETR amalga-

mates geographic and opportunistic routing by incorporating transmission range

and depth adjustment capability while coping with location errors.

5.5.1.1 Controlled Beaconing Algorithm

Beaconing is a crucial process for network convergence [18]. For this purpose,

LETR incorporates the controlled beaconing algorithm. To conserve energy, keep

the size of beacon message as short as possible. During network initialization

phase, each sensor node and sink broadcasts beacon messages. Due to localization

errors and node mobility (due to water currents) the information within beacon

message becomes ineffective. Therefore, the sensor nodes broadcast periodic bea-

cons to get updated information as illustrated in algorithm 5. Also, the depth
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adjustment negatively impacts network convergence.

The proposed scheme implement controlled beaconing algorithm. The transmis-

sion power of each sensor node is divided into k levels. Dividing transmission

power into levels help sensor nodes in void region recovery. Each sensor node ac-

cordingly adjusts its transmission power within its maximum transmission range

after detecting itself as a void node.

After network initialization, each sensor node and sink broadcasts beacon message

as shown in lines 4 - 7 in algorithm 5. As a result, each sensor node gets to know

about all the nodes in its vicinity. If a node receive no beacon, it declares itself as

a void node. Each sink broadcasts beacon only once while sensor node broadcasts

beacon periodically or when it adjust depth and transmission level. Initially, each

node embeds its location information and Current Clock Time (CCT) (helps to

identify recent beacon from a node) in beacon message and broadcasts it. When

a node identify itself as a void node, it adjusts its transmission range. While

the void node adjust its transmission level, it broadcasts a beacon to inform its

neighbors about its existence. If there exists any node at that level, the node

will send back an acknowledgment packet containing the location information of

the node. Sensor node adjust its depth when no forwarder node is found within

maximum transmission level. However, the probability of being void node with

maximum transmission range is very small, therefore, beaconing happens rarely.

The proposed scheme conserve extra energy utilized during depth adjustment in
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GEDAR.

Algorithm 5: :Controlled Beaconing Algorithm

1 Initial depth(node) ← DP(i)

2 Adjusted depth(node) ← DP(a)

3 procedure: INITIALIZATION

4 procedure: BroadcastBeacon(sink)

5 Beacon·Loc← Location.coordinates(sink)

6 BroadcastBeacon()

7 procedure: BroadcastPeriodicBeacon(node)

8 Beacon·Loc← Location.coordinates(node)

9 Beacon·Time ← CCT

10 BroadcastBeacon()

11 if depth(node) ← β then

12 Beacon ·Loc ← Location.newcoordinates(node) repeat steps 9 - 10

5.5.1.2 Neighbor Set Selection

This section, discuss in detail the mechanism for the selection of neighbor nodes.

After network convergence, each node selects a set of neighbor nodes in order to

choose a suitable forwarder for data transmission.

Angle based neighbor selection A sensor node select its neighbors by calcu-

lating its angle with all the nodes in its transmission range. However, the upper

and lower bounds (α and β respectively) for defining angle θ as provided in equa-

tion 5.8.

α < θ ≤ β (5.8)

To confined neighbor selection area to overcome excessive energy consumption due

to opportunistic routing. Also, overhearing probability decreases as the number
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of neighbor nodes increases [121]. Thus, more redundant packets and high en-

ergy consumption will affect network performance. Ultimately, network lifetime

shortens. Equations in 5.9, 5.10, 5.11 and 5.12 are used in calculation of θ:

xd = xi − xj,

yd = yi − yj,

zd = zi − zj

(5.9)

where zd = ζ

Equation 5.9 calculates x, y and z dimension differences between sender i and

neighbor node j

ϑ =
√

(xd)2 + (yd)2 (5.10)

Sn =
ζ

ϑ
(5.11)

where, Sn calculates the slope of the line between two points (nodes)

θ = tan−1(Sn) (5.12)

dp,q =

√√√√ N∑
i=1

(qi − pi)2, (5.13)

Equation 5.13 calculates the distance between sender p and neighbor node q, where,

i specifies the dimensions of a node, therefore, N = 3

T ≤ dp,q (5.14)
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This research also define a threshold T (predefined constant value) provided that

its value is less than or equal to ds,n as shown in equation 5.14, where, ds,n defines

the distance between sender and neighbor node. Fig. 5.2 illustrates neighbor selec-

tion, forwarder selection and data transmission process in LETR. As shown in this

figure, the transmission range of each sensor node is divided into k levels. Initially,

a node checks its forwarder within first transmission level. If no eligible forwarder

found within first level, the node adjusts its transmission power and continues the

process within second transmission level and so on till it finds neighbors within

range.

One of the reason behind angle based neighbor node selection is to overcome hid-

den terminal problem which is achieved using equation 5.8. Minimum distance

between sensor nodes assures overhearing, which leads to fewer chances of hidden

terminal problem.

5.5.1.3 Forwarder Set Selection

LETR implements opportunistic routing for forwarder selection using packet ad-

vancement and node priority value. The packet advancement based forwarder

selection criteria is applied using equation 5.15 on the set of neighbor nodes,

Padv = ds,sink − dn,sink (5.15)

where ds,sink is the distance between source node s and sink. The term d(n, sink)

shows the distance between neighbor n and the sink node. As discussed previ-

ously, The propsed work select all the nodes within the angle defined by equation

5.8 as the neighbor nodes. However, to find eligible neighbors the neighbor set

is confined only to the nodes fulfilling the criteria defined by equation 5.8. The

list of neighbors are sorted on the basis of maximum Padv value such that only

nodes having minimum distance with sink become eligible to transmit data. Such

a selection also helps to overcome collisions and extra energy consumption.

Due to low energy cost and overhead, geographic routing seems to be an attractive
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option for wireless sensor networks. However, dynamic nature of acoustic chan-

nel, quantifiable inaccuracy in location still exists, no matter; which technique or

routing strategy is implemented. In an unpredictable environment such as under-

water, the probability of location errors is very high. Sensor nodes slightly drift

with water currents which leads to packet drop and energy wastage in location

based routing. Fig. 5.2 illustrates localization error due to node mobility. To min-

imize the mobility assisted localization errors, in prior to sending data packets,

estimated and actual location of nodes are computed. This will directly increase

packet delivery ratio with minimal energy consumption. Using equation 5.13 and

the following estimated distance d̂p,q formula, calculate MSE in equation 5.17 in

[75]:

d̂p,q =

√√√√ N∑
i=1

(q̂i − p̂i)2 (5.16)

MSEp,q = E(d̂p,q − dp,q)2 (5.17)

where equation 5.18 computes the estimated distance d̂ as given below.

E(d̂p,q) = σp,q

√
π

2
L 1

2
(−

d2p,q
2σ2

p,q

) (5.18)

where σ2
p,q = σ2

p + σ2
q , σp and σq are the standard deviation. The Laguerre poly-

nomial denoted by L 1
2
(x) is provided in equation 5.19

L 1
2
(x) = exp(

x

2
)[(1− x)Io(−

x

2
)− xI1(−

x

2
)] (5.19)

LETR finds appropriate forwarder on the basis of equation 5.20 as given below:

NPV =
Padv × ρ(d,m)

MSEp,q
(5.20)
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where NPV denotes the Node Priority Value. Equation 5.20 helps to select a node

with minimum MSE in order to minimize packet loss ratio, energy consumption

in retransmissions and the number of collisions. At this stage each node already

knows about its neighbors, therefore, every node calculates itself, its best suitable

forwarder using equation 5.20. Whereas, a node selects forwarder with highest

NPV .

Transmission range adjustment Void hole being an inherent problem in

USNs, significantly degrades network performance in terms of network lifetime and

throughput. The proposed scheme, implement a novel hybrid adjustment based

technique i.e. transmission range adjustment and depth adjustment to overcome

void hole problem.

The transmission range of each node is divided into k levels, where (k = k1, k2, ..., kn).

The neighbor selection process based on the transmission range adjustment helps

to avoid void holes and balance energy consumption in the network. The sen-

sor nodes adaptively selects transmission range, thus the probability of void holes

minimizes. Initially, every node search for forwarder node within k1, if no eligi-

ble forwarder is found within the specified range, it adjusts its power accordingly

to transmit data to some node within k2. The process continues up to km i.e.

the maximum transmission level. The power adjustment of sensor nodes consume

more energy, however, message based void hole recovery procedure incorporates

high overhead. In Fig. 5.2, one can see that a sensor node S initially search for

a forwarder node within k1. It successfully finds a forwarder u and transmit data

from s to u and then node u to node v, where node v is unable to find any forwarder

within k1, thus transmits data to some node w by adjusting transmit power. The

system declare a node as a void node if it is unable to find any forwarder within

km.
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Algorithm 6: :Forwarder Set Selection
1 k ← ko
2 Broadcast beacon()
3 if response received then

4 dp,q ←
√∑N

i=1(qi − pi)2

5 Calculate xd, yd, zd using equation 5.9
6 ϑ ←

√
(xd)2 + (yd)2

7 Sn ← zd
ϑ

8 θ ← tan−1(Sn)
9 if α < θ ≤ β then

10 L ← store ID and coordinated of node
11 Node.status ← neighbor found
12 else
13 Discard node ID
14 node.status ← no neighbor found
15 k ← ko + 1
16 while k ≤ km do
17 repeat step 2 - 16

18 if k = km then
19 if k = km and node.status ← no neighbor found then
20 node.status ← void
21 procedure: Displacement()
22 Send node.status announcement
23 procedure: CalculateNewDepth(time)
24 Move towards shallower depth Dn

25 Adjusted depth ← ko
26 if node.status ← neighbor found then
27 procedure: ForwarderSearch()
28 else
29 Move towards shallower depth Dn

30 Adjusted depth ← ko + 1
31 continue till km
32 else

33 d̂p,q ←
√∑N

j=1(q̂i − p̂i)2

34 MSEp,q ← E(d̂p,q − dp,q)2
35 Padv ← ω(R− ds,n) + dn,sink(1− ω)
36 ρ(d,m)← (1− ρe(d))m

37 NPV ← Padv×ρ(d,m)
MSE(p,q)

38 υ ← max(NPV )
39 if NPV (node) = υ then
40 node← Forwarder
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5.5.1.4 Controlled Depth Adjustment

LETR involves controlled depth adjustment besides transmit power adjustment to

further maximize data delivery and network lifetime. This researc also optimize

traditional depth adjustment procedure defined by GEDAR. The system prefer

to use transmission level adjustment technique over depth adjustment in case of

void nodes. However, depth adjustment is used only when a sensor node fails to

find an forwarder within maximum transmission range; hence, controlled depth

adjustment. Algorithm 6 provides depth adjustment procedure in lines 24 - 35.

Displacement procedure initiates when a node is designated as a void node. Each

void node broadcasts its status as provided in line 25 of algorithm 6. The predeces-

sor of void nodes transmit data through any other node in its vicinity. The amount

of displacement is set according to the transmit power level of node i.e. initially

a node moves upward and covers distance equal to the initial transmission range

as shown in algorithm 6. It checks for forwarder node using range adjustment

procedure, upon failing to find any forwarder till km, the void node again adjusts

depth. The same process is repeated until a node finds a forwarder. The proposed

scheme avoid node displacement towards bottom to avoid topology dynamicity

occurring due to the depth adjustment of predecessor nodes of sender. Also, due

to high energy consumption during network operation, number of void nodes are

greater, thus, all the sensor nodes sit in the bottom of water. Ultimately, no data

reception at sink is possible.

5.5.2 Sink Mobility based Routing Protocols

Hierarchical routing always remains prone to hot problem due to overburden of

data traffic to intermediate nodes. To avoid the hot problem and high energy

consumption over long distances, mobility assisted protocols are well suited. To

evaluate the outcome, the simulations have incorporated the mobility in GEDAR

and LETR. A number of Mobile Sinks (MSs) are deployed in the network field to

gather sensed data. The MS nodes act as a data mule which roam in the network

field to gather data from sensor nodes. It is more energy efficient solution than
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Figure 5.2: Operation of LETR

the static sink schemes.

In all the MS based protocols, there are deployment of 50 percent of total network

sinks at the surface and declare them static. While the other 50 percent sinks

are mobile and are dispersed in the communication region. The MSs helps to

overcome communication void region problem as well. If a node encounters no

neighbor in its vicinity, it just waits for MS and continuously check for neighbor

as well as sink node. A node can have no eligible forwarder at the beginning

but after sink displaces to a new position, current void node become successful to

find its forwarder or to reach MS directly. The details of MS based protocols are
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Figure 5.3: Sink mobility pattern of MSGER and MSLETR

proposed in the following subsection.

5.5.2.1 MSGER

MSGER works to avoid depth adjustment and introduces multiple MSs to gather

data from the network nodes. For simplicity, the network field is divided into

three logical layers. The axis of network field is divided into three layers, such

that each sensor node gets direct access to MS in its vicinity via its maximum

transmission range. Equal number of mobile and static sinks are deployed in the

network. therefore, the network equally divide the total number of MSs in all

layers. The proposed archetecture deploy four Ms at each layer where sinks at

layer 1 move along x-axis, layer 2 sinks move along y-axis and the layer 3 sinks

move up and down along z-axis. The sojourn period is uniform for all the MSs.
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Fig. 5.3 illustrates the mobility pattern of MS in layer 1. Out of many, only show

mobility pattern of four sinks in Fig. 5.3, however, all other sinks in layer 2 and 3

follow the same pattern, whereas, the sojourn points for the sinks at layer 2 and 3

are different. These sinks move and collect data from sensor nodes. All the nodes

transmit data directly to MS when it comes in their transmission range. If the node

is unable to transmit data directly, it transmits data through forwarder node. The

forwarder selection mechanism in MSGER is the same as in GEDAR. Introducing

MS instead of depth adjustment increases energy efficiency and throughput in the

network.

5.5.2.2 MSLETR

This section introduce MSLETR protocol to check the impact of sink mobility

on different performance parameters of LETR. The MSLETR protocol works like

LETR. However, this proposed work omit depth and transmission range adjust-

ment in this protocol. Just like MSGER, there are division of network field logically

into layers and deploy sinks in the same pattern as in MSGER. The criteria for the

selection of forwarder set is the same as that of LETR. In case of void node, it do

not displace that node or adjust its transmission power, this system control void

regions using sink mobility. The sensor nodes transmit data directly to their in

range mobile or static sink, whereas, a distant node transmits data using forwarder

node.

5.5.2.3 MMS-LETR

This section, present another MS based protocol which is an enhancement of

MSLETR. This protocol, take into account: balanced and efficient energy con-

sumption, noise attenuation in deep water areas and communication reliability.

This system also cope with retransmissions due to channel impairments.
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System Model System model divide the network field into four layers for ef-

ficient data transmission i.e. L1, L2, L3 and L4 where L1, L4 and L2, L3 are of

equal sizes respectively. The area under L2 plus L3 is subdivided into three sub-

layers of equal size (0.5 km3) as shown in Fig. 5.4. The sensor nodes contains only

acoustic modem while the sinks have both acoustic and radio modems. The MSs

are deployed at the upper boundary of each layer. There are deployment of three

MS at each layer; L1 and L3 where six MSs are deployed at L2. The trajectory of

these MSs is shown in Fig. 5.4. The deployment of all the sinks at equal distance

along x-axis from each other. Initially, sink A, C and E are at the boundary of L1.

All these sinks collect data from nodes within defined sojourn time and moves to

their respective places. As it is clear from the figure, sink A has to move upward

while sink B moves downward. After arriving at the layer boundary both sinks A

and B change their positions along x-axis as well. So after certain amount of time,

sink A moves at the position of sink B whereas, sink B replaces sink A at that

particular moment. The same trajectory is followed for all the MSs. The nodes

within vicinity of sink transmits data directly while other nodes transmit through

multi-hop mode. After collecting data from sensor nodes, each MS transmits data

using multi-hop mode to its in range sink, i.e. bottom layer sinks transmit data to

upper layer sinks till it reaches surface sinks. All the sinks at the surface transmit

the sensed data to onshore data center through radio waves communication.

Working of MMS-LETR This section discuss in detail the working of MMS-

LETR protocol. The selection of forwarder nodes carried for multi-hop communi-

cation while nodes having sink in their transmission range transmit data directly

to sink. Each MS stops at every defined location for the same amount of time.

In MMS-LETR, sensor nodes select their next hop forwarder in the same way like

LETR as discussed in section 6.5.1. Therefore, it is not discuss again the forwarder

selection process here.
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Data Transmission At higher depths, signal transmission is much more smoother

than in shallow water. This is because the amount of noise at water surface is al-

ways relatively high. Thus, the chances of packet loss are high in regions near

the surface. Therefore, there are implementation of multi-path communication in

sub-layers nearer to surface.

After selecting a set of forwarders for each node, the system transmit data to

highest NPV node in the list. The data transmission and sink mobility patterns

are described in MMS-LETR algorithm provided in 7. One of the key features

of MMS-LETR is load balancing in the network. In order to balance energy con-

sumption in the network, there is shift the load of data transmission to different

nodes in the forwarder list. The proposed work select first three nodes (sorted in

descending order) according to NPV from the list and transmit data to each node

periodically. In case of single forwarder node in the list, a new forwarder node is

selected periodically according to the same procedure defined above for forwarder

selection. However, this is not required frequently due to sink mobility. If the

sensor node has sink in its direct transmission range, it just transmits data to sink

instead of any other forwarder node. As there are deployment of multiple sinks in

the network, each node find its distance with all the sinks and transmit data to

the nearest one.

As mentioned earlier, transmissions at higher depth are less affected by noise there-

fore, single path transmissions are preferred. Whereas, high packet loss ratio due

to more noise at surface demands multi-path communication. In MMS-LETR,

the nodes at the boundary of each sub-layer generates binary tree by transmitting

data to two neighbor nodes. Multiple copies of the same packet are transmitted

along different paths. All these copies are combined at the surface sinks and the

original packet is generated. The nodes within the layer transmit data to only

one node. This helps to avoid excessive energy consumption, multiple redundant

packets and congestion in the network.

As shown in Fig. 5.4, node S at the boundary of sub-layer 1 performs multi-path

routing while the receiver nodes perform single-path routing as they do not lie on

the boundary layer.
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Algorithm 7: :Data Transmission and Sink Mobility

1 Locationofboundarynode← Λ

2 Distancecovered← ξ

3 Sojourntime← τ

4 Transthresholdtime← σ

5 Each sensor calculate distance with all sinks

6 Search forwarder using Eq. 5.20

7 for i = 1:Nodes do

8 if sink is within R then

9 Set sink id as forwarder

10 else

11 Set sensor node id as forwarder

12 procedure: DataTransmission()

13 while σ not expired do

14 Transmit data to first forwarder node in the list

15 if σ expired then

16 Set second highest NPV node as forwarder

17 Repeat step 17 and transmit data to third highest NPV node

18 Continue till σ

19 if single forwarder exists then

20 Transmit data to that node till MS is in R

21 if τ expired then

22 L1 sinks displace upwards and covers distance ξ

23 L2 and L3 sinks displace downwards and covers distance ξ

24 Repeat steps 26 - 29 till sinks reaches opposite boundaries of layers

25 if sink arrived at opposite boundaries then

26 Update their x-axis position accordingly

27 if senor node position == Λ then

28 Perform multi-path routing
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Figure 5.4: System model for MMS-LETR

5.6 Performance Evaluation

To evaluate the performance of LETR, MSGER, MSLETR and MMS-LETR against

GEDAR, extensive simulations are carried out to measure the performance in

terms of energy cost, total depth adjustment, packet loss ratio and the number of

void nodes. The MS based protocols avoid depth adjustment therefore, it com-

pare performance of MSGER, MSLETR and MMS-LETR against GEDAR and

LETR through packet loss ratio and energy consumption. The setting of the key

simulation parameters follows the related study [18] and are listed in Table 5.1. In
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Table 5.1: Network Simulation Parameters

Option Value
Area 1500m × 1500m × 1500m

Transmit power 2W
Reception power 0.1W
Idle state power 10mW

Transmission range 250m
Number of nodes 150 - 450

Number of sonobuoys 25
Energy for depth adjustment 1500mJ/m

simulations, the sensor nodes range from 150 to 450 and are deployed randomly

in 1500m × 1500m × 1500m network field. The number of on-surface sonobuoys

are 25. For fair comparison, ther are deployment of same number of sonobuoys

(i.e. 25) in all schemes including GEDAR. The simulation setup sets the same

maximal transmission range for all nodes as 500 m which is divided into six lev-

els [122] while the minimum transmission range is 250 m. Data rate is 50kbps.

Each node generates 200 bits packet having 50 bits of control field and 150 bits

of data field. For fair analysis, the simulation parameters mentioned in table 5.1

are setup for both proposed and counterpart routing protocols. Moreover, the

simulation parameters are well taken to evaluate the performance metrics. For in-

stance the range of selected number of nodes is deployed from 150 to 450 to judge

the impact of node density in performance at region of interest. For transmitting

packets (channel access), the sensor nodes use Carrier Sense Multiple Access with

Collision Avoidance (CSMA/CA) under the non-beacon enabled mode of IEEE

802.15.4 [123]. The value of α and β in equation 5.8 is 45 and 135 respectively.

5.6.1 Impact of varying node density on packet loss ratio

In Fig. 5.5, the simulations for packet loss ratio of GEDAR, LETR, MSGER,

MSLETR and MMS-LETR is carried out by increasing node density. It is clear

from the provided figure that the MS based schemes have only few packet losses

while GEDAR has highest packet loss ratio than all the counterpart schemes.
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GEDAR incorporates high packet loss ratio due to its long hop paths formed dur-

ing depth adjustments in order to circumvent void regions. When the number of

hops increases, acoustic channel becomes more overloaded hence packet loss ratio

increases. The node displacement leads to reconfiguration of routes between the

source and the destination, which degrades the network throughput. During the

depth adjustment, void node and all of its predecessor nodes discard their gener-

ated packets and regenerates the packet after finding a new forwarder node. Also,

if a node fails to locate any forwarder after depth adjustment, it just discards

the packet. GEDAR provides no mechanism to alleviate location errors, thus,

localization problem leads to packet losses. Proposed scheme LETR, dilute depth

adjustment procedure with transmission range adjustment. We set an optimum

range for data transmission; besides energy conservation is achieved by limiting

node displacement. Another major reason behind minimum packet loss ratio in

LETR is the consideration of location errors. Packet is transmitted to the node

with minimum MSE, thus, the probability of packet loss decreases. In case of

depth adjustment in LETR, void node displaced towards sink rather than towards

bottom, this actually minimizes the node distance with sink. Therefore, node

transmits its data packet through minimum hops avoiding interference and con-

gestion. The node displacement towards sink may cause disconnection between

the network nodes. However, due to transmission level adjustment, the probabil-

ity of such a problem is very small as compared to the disconnectivity problem

arising in GEDAR due to depth adjustment. MSGER and MSLETR protocols

include the MSs, where sensor nodes transmit data directly to the MS when it is

in range of the sensor node. Therefore, long hop routes and depth adjustments are

not required. Hence, packet loss ratio in MS based schemes is improved than the

static sink based schemes. The Fig. 5.5 clearly illustrates that the MMS-LETR

provides best throughput among all the counterpart schemes by minimizing packet

loss ratio. As the MMS-LETR considers noise attenuation at different depth lev-

els and performs multi-path routing to avoid retransmissions. This diminishes the

probability of packet loss ratio, thus, the throughput of network maximizes. Also,

the pattern of sink mobility in MMS-LETR plays a key to improve its results.
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Figure 5.5: The ratio of packets lost during simulation

5.6.2 Impact of sink mobility on energy consumption

Fig 5.6 illustrates the total amount of energy consumed by sensor nodes at par-

ticular amount of time during network simulation. Provided in the Fig. 5.6, total

energy consumption is highest in the network implementing GEDAR. The rea-

son behind this behaviour is the node’s displacement in case of being void node.

LETR has more energy consumption than the MS based protocols because it in-

volves multi-hop data transmission towards static surface sinks. The total amount

of energy consumed by the sensor nodes in MSGER and MSLETR protocols is

less than the GEDAR and LETR. However, both of the MS based protocols have

almost similar amount of energy consumption. This is due to the sink movement

to collect data directly from the network nodes by avoiding long distance commu-

nication. Therefore, the amount of energy consumed by all sensor nodes in the

network is less against static sink based protocols.

It is evident from Fig. 5.6, MMS-LETR consumes relatively high energy than the

MS based protocols like MSGER and MSLETR. The reason behind this result is

the amount of energy consumed during multi-path routing. All the nodes at the
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Figure 5.6: Energy consumption in the network field

boundary of sub-layers transmit data at two different paths in order to successfully

deliver data at sink and avoid retransmissions. However, the MMS-LETR incor-

porates sink mobility to gather data at various intervals from numerous regions of

the network. This enhances the delay, however, energy consumption is minimized

and the packet delivery ratio is optimized.

5.6.3 Impact of depth adjustment on energy consumption

Figs. 5.7 and 5.8 illustrates the percentage of energy consumption in physical actu-

ation and acoustic communication by the sensor nodes in both GEDAR and LETR.

Energy consumption due to physical activity of sensor nodes decreases while in-

creasing node density as shown in the Fig. 5.7. Sparse networks amalgamate more

communication void regions relative to denser network fields. Therefore, more en-

ergy is consumed in depth adjustment based technique like GEDAR. When node

density is 150, approximately 80 percent of total network energy is consumed in

depth adjustment activity as shown in Fig. 5.7, while the graph has decreasing
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Figure 5.7: Percent energy consumed in depth adjustment

behaviour at higher node densities. As the node density increases, the probability

of void regions decreases which ultimately leads to fewer depth adjustments. Each

sensor node consumes 1.5 mJ/m during depth adjustment. Therefore, high energy

is consumed in lower densities due to high depth adjustments.

In LETR, the total amount of depth adjustments in the network is very small,

therefore, the energy consumption due to depth adjustment is also minimum.

LETR recovers void holes using transmission range adjustment. The sensor node

only displaces to a new position when it fails to find any neighbor node within

its maximum transmission range. Therefore, fewer displacements are performed,

leading to less energy consumption during the physical activity.
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5.6.4 Impact of data transmission on energy consumption

In Fig. 5.8 the proposed scheme provide comparison of energy consumption due to

acoustic communication of sensor nodes in both proposed and counterpart tech-

niques. GEDAR consumes high amount of energy in depth adjustment while fewer

transmissions are possible with residual energy. Therefore, a small amount of en-

ergy is consumed in transmissions. On the other hand, if node density increases,

energy consumption due to data communication also increases. The reason be-

hind this result is the fewer displacements required at high node density. The

probability of void holes is very small in denser network fields, hence, fewer depth

adjustments. The maximum part of the total network energy (sum of energies

of all the sensor nodes in the network) is consumed in acoustic communication.

Therefore, it is observed increasing behavior of energy consumption in Fig. 5.8 at

higher node densities.

On the other hand, LETR consumes a large part of network energy in useful

activity i.e. acoustic communication as opposed to GEDAR. There is considera-

tion of the energy consumed during depth adjustment as the wasted energy. The

proposed scheme conserves energy by avoiding excessive energy hungry depth ad-

justments. Therefore, network energy is utilized in transmissions instead of just

depth adjustments. As it is clear from Fig. 5.8, the energy consumption is ap-

proximately 60 percent at 150 nodes while it is more than 90 percent at 450 nodes.

These results clearly show that the LETR avoid excessive depth adjustments and

conserves sufficient amount of network energy for data gathering tasks. This leads

to high network throughput.

5.6.5 Impact of varying node density on fraction of void

nodes

Fig. 5.9 plots the fraction of void nodes against total number of nodes deployed in

the network field. As shown in this figure, the number of void nodes decrease with

the increase in network density. LETR achieves best results due to transmission
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Figure 5.8: Percent energy consumed in communication

range adjustment and controlled depth adjustment of sensor nodes. In GEDAR,

node adjusts its depth whenever it finds itself as a void node. However, each void

node moves downward in order to transmit its data either through its predecessor

node or any other in range node. Such displacement of nodes disturbs whole net-

work topology and increases the probability of void nodes in the network. Also,

nodes always adjust their depth down towards bottom which increases its distance

with surface, hence long hop paths and high energy consumption of sensor nodes

further leads to high fraction of void nodes in GEDAR. On the other hand, when

LETR is applied, the proposed transmission range adjustment along with depth

adjustment mechanism reduces 85 percent the fraction of void holes at medium

and high node densities. Each sensor node checks for its forwarder by adjusting

its transmission range level within its maximum transmission range which lends

to energy conservation. The proposed scheme incorporates controlled depth ad-

justment when a sensor node fails to locate any forwarder within its maximum

transmission range level. As opposed to GEDAR, the proposed scheme perform

depth adjustment in bottom up fashion to increase the chances of finding forwarder
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Figure 5.9: Fraction of void nodes

nodes. This may increase a node’s probability to be in sink vicinity. Thus, fraction

of void nodes decreases in proposed scheme.

5.6.6 Impact of varying node density on node displacement

Fig. 5.10 provides the total depth adjusted by the network nodes. As corrobo-

rated by Fig. 5.10, the amount of displacement decreases while increasing node

density. In sparse scenarios, more void areas exist whereas in dense networks the

probability of occurrence of void regions decreases due to less distance between

nodes. Fig. 5.9 supplements results and discussion in this section. The difference

between amount of depth adjusted by GEDAR and LETR is quiet large. The

reason behind such a difference is the depth adjustment as the second priority in

case of void nodes. Most of the times, sensor nodes find their neighbors by adapt-

ing various transmission range levels, therefore, the necessity of depth adjustment

reduces in LETR.

In GEDAR, the total depth adjustment is very high as compared to LETR. Each
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Figure 5.10: Depth adjustments in the network

node moves to a new location whenever it locates itself in a communication void

region. Also, every void node adjusts its depth until it finds a forwarder node or

it has no space for further displacement. This sufficiently increases the amount

of displacement of sensor nodes in the network. LETR implements transmission

range adjustment in order to avoid long displacements of sensor nodes in the net-

work. The proposed scheme implements depth adjustment technique only when

a node is unable to find any forwarder node within its defined maximum vicinity.

Thus, sensor nodes become successful to find their suitable forwarder within their

maximum transmission range. However, when the nodes start dying due to their

energy depletion, network becomes sparse hence finding forwarder within maxi-

mum transmission range becomes difficult, consequently, node adjusts its depth.

Therefore, the proposed scheme requires fewer depth adjustments to conserve en-

ergy, increase throughput and prolong network functioning time.
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5.7 Conclusion

In order to make geographic routing protocols more energy efficient and suitable

for large scale networks, it is necessary to cope with location errors. Consideration

of noise attenuation is also another major factor to improve the performance of

routing protocols. This chapter presents geo-opportunistic routing algorithms for

void hole avoidance using transmission range and depth adjustment technology.

The transmission range adjustment technique helps to avoid void holes while depth

adjustment is only applied in extreme scenarios where a sensor node fails to find

any neighbor within its maximum transmission range. This helps to reduce the

packet drop rate. A major contribution of this work is to tackle location errors

in traditional geographic routing along with void hole avoidance. The proposed

scheme calculate MSE to mitigate the effects of localization errors on forwarder

selection and data transmission. The controlled depth adjustment significantly

conserves energy consumption and contributes to more data transmissions in the

network. Instead of node displacement towards bottom of water, this system ad-

just node depth towards sinks at the surface. It reduces the distance of node with

sink and the chances of frequent network topology readjustments, thus energy

consumption is reduced and network lifetime prolongs. Another major contribu-

tion of this work is the MMS-LETR protocol which considers noise attenuation

to eliminate retransmissions. The defined sink mobility patterns provides maxi-

mum network coverage, which minimizes packet loss ratio. The proposed scheme

introduced sink mobility in both GEDAR and LETR to reduce packet loss ra-

tio and improve energy efficiency. The simulation results prove that the location

error resilient void hole avoidance technique increases network throughput and

conserves energy as compared to traditional geographic routing techniques. The

proposed technique cope with localization errors, thus packet drop rate is reduced.

Consequently, LETR improves the network performance against a depth adjust-

ment based geographic routing protocol, GEDAR at varying node densities. On

the other hand, MS based protocols further improve the performance in terms of

packet loss ratio and energy consumption.
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All routing protocols explained in previous chapters were developed to achieve

better lifespan of the network. It is however ignored to realize the residual energy

of the forwarding node. Along with this there are no mechanisms incorporated

to cope with the imbalance between the holding time difference and propagation

delay of packet between nodes. For this reason, an Energy Scaled and Expanded

Vector Based Forwarding (ESEVBF) scheme is proposed.



Chapter 6

An Energy Scaled and Expanded

Vector-Based Forwarding Scheme

for Underwater Acoustic Sensor

Networks with Sink Mobility

6.1 Summary of the Chapter

Underwater Acoustic Sensor Networks (UASNs) come with intrinsic challenges

like long propagation delay, small bandwidth, large energy consumption, three-

dimensional deployment, high deployment and battery replacement cost. Any

routing strategy proposed for UASN must take into account these constraints.

The vector based forwarding schemes in literature forward data packets to sink

using holding time and location information of the sender, forwarder and sink

nodes. Holding time suppresses data broadcasts; however, it fails to keep energy

and delay fairness in the network. To achieve this, the research propose an Energy

Scaled and Expanded Vector-Based Forwarding (ESEVBF) scheme. ESEVBF

uses the residual energy of the node to scale and vector pipeline distance ratio

to expand the holding time. Resulting scaled and expanded holding time of all

153
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forwarding nodes has a significant difference to avoid multiple forwarding, which

reduces energy consumption and energy balancing in the network. If a node has

a minimum holding time among its neighbors, it shrinks the holding time and

quickly forwards the data packets upstream. The performance of ESEVBF is

analyzed through in network scenario with and without node mobility to ensure its

effectiveness. Simulation results show that ESEVBF has low energy consumption,

reduces forwarded data copies, and less end-to-end delay.

6.2 Introduction

Most of the vector based routing schemes proposed for the UASN employ holding

time that is distributively computed by each node using the local node or network

parameters, e.g., distance to sink, proximity to the center of the virtual pipeline

between the sender and sink, distance to the previous hop sender and the receiving

node, etc. First, nodes check either they are within the virtual pipeline or not.

Once a node ensures that it is located within the virtual pipeline, then it estimates

the holding time. Holding time is estimated every time when a node receives the

first copy of the packet from downstream nodes. The timer is triggered and its

duration is set to the estimated holding time period. Once the timer expires and

if that node does not receive any other copy from its neighbors, it will forward

the packet and all the other nodes will suppress the packet forwarding. A prefer-

able forwarder must have the smallest holding time compared to its immediate

neighbors and is desirable to forward the packet.

For example, to avoid long propagation delays, vector based routing schemes con-

sider node’s proximity information between the sender and the sink node, and

nearness to the pipeline center in the holding time. It is projected that the packet

forwarding through these nodes reduces the end-to-end delay. However, all com-

munication through these nodes will deplete their energy and result in a void

energy hole problem. Therefore, the energy fairness should be achieved among all

the nodes within the vector as well as in the network. Hence, the energy factor
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must be considered in the holding time computation to increase network lifetime.

Nevertheless, the nodes with sufficient energy do not guarantee the shortest path

(with small end-to-end delay) between sender and sink. On the other hand, bet-

ter forwarding decisions or precise holding time estimation can be attained if an

updated network state (complete or partial network) information is available at

each node in the network. This network state information availability is possible

through the exchange of control packets, which again impacts the bandwidth, en-

ergy, and inflates the error rate. Hence, any forwarding scheme for UASN must

consider the constraints and provide the mediated solution. Additionally, the dif-

ference between holding times estimated by all the immediate neighbors should

be larger than the propagation delay between them to properly suppress the un-

necessary packet forwarding. Otherwise, many copies of the same packet will be

forwarded in the network.

It is a well established fact that the acoustic signal consumes more energy and ex-

periences a very long propagation delay and channel error in the aquatic environ-

ment [124]. The propagation delay and energy consumption increases drastically if

the farthest acoustic node in the network needs to communicate data towards the

sink that placed at the fixed location. In order to efficiently collect data, different

schemes in literature adopt sink mobility. Mobile sink, also called mobile station,

can be any node that moves in the aquatic environment either autonomously, e.g.,

autonomous underwater vehicle (AUV) [125], over the anchored rope, vessel, etc.

The mobile sink is considered to have sufficient available resources to roam in the

network (frequent refuelling and/or recharging). Hence, any routing scheme pro-

posed for the UASN must also be analyzed in the mobile sink UASN scenario to

verify its effectiveness.

6.2.1 Contributions

Inspired from the above discussion, this research proposed a novel energy scaled

and expanded vector based forwarding (ESEVBF) for UASNs. ESEVBF estimates
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holding time of the potential forwarders by keeping the following points under

consideration.

1. The holding time of all the potential forwarders is scaled using the neighboring

nodes’ energy information. It increases the holding time difference between

them even for a small variation in the energy level of neighbors.

2. The expanded proximity closeness ratio of the forwarding candidate nodes

towards the virtual pipeline between sender and sink is added in holding time

computation to signify the node preference1.

3. Each candidate forwarder uses its neighboring node information to find suit-

ability to abbreviate its holding time duration to curtail the end-to-end delay.

4. Energy efficiency and energy balancing are achieved by employing the nor-

malized residual energy information of the neighboring nodes in the holding

time and suppressing more number of packets.

5. No constant parameters in the holding time estimation are used.

6. The proposed scheme is analyzed in the network scenarios with and without

sink mobility.

The simulation results show that ESEVBF improves energy efficiency and reduces

end-to-end delay without compromising the reliability compared to its counterpart,

AHH-VBF.

The organization of the remaining chapter is as follows: In Section 6.3, holding

time and the working principle of ESEVBF is described. Simulation analysis

in terms of energy consumption, end-to-end delay, the number of copies of data

packets, packet delivery ratio, and average hop count, in the underwater network

without and with sink mobility, is performed in Section 6.4. Finally, the discussion

is concluded in Section 6.5.
1Both 1) and 2) scale and signify the holding time difference between the candidate forwarders

for small parameter variance. This ensures that all nodes in the transmission range of the suitable
forwarder (with minimum holding time) must receive copy of the packet before their holding time
expiration.
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6.3 Proposed Scheme

This section, present the detailed discussion of proposed scheme. The proposed

scheme is compared with the AHH-VBF that uses the holding time HT ip of node i

to forward packet p towards the Sink D. The HT ip suppresses extra copies of p by

selecting the potential forwarder i using its projection distance from the center of

the virtual cylinder or pipeline1, distance towards D, and distance from the node

S (a node from which i received a copy of p). AHH-VBF adaptively adjusts the

transmission power and radius of the virtual cylinder to its maximum distance

mobile neighbor. In contrast to AHH-VBF, the proposed scheme estimates HT ip
based on the normalized residual energy scaled distance from S, expanded distance

from the virtual cylinder’s centerline, and distance towards D. The resultant HT ip
prioritize the nodes that have large residual energy, near the center of the virtual

cylinder, and least distant to D. In addition to that, it also increases the difference

between holding times of all nodes in the potential forwarding zone to suppress

more copies of p. In result, the packet collision at next hops can be avoided and

network energy can be conserved to maximize the network lifetime.

6.3.1 Problem Statement

When a node S transmits the data packet (either that data packet is generated

by that node or received from the downstream sensor nodes.), all the neighboring

nodes within its T Sr and in the PFZ, receive that packet. Now, the question arises

that which node(s) has(ve) to further transmit or relay the packet in upstream

direction? The answer to this question is the holding time, HT . Upon successful

reception of packet p, a node i computes theHT ip and starts the timer. DuringHT ip
is on, i does not forward the packet. However, node i can receive data packets from

its neighboring nodes, which may be copies of p or other data packets. When node

i receives additional one or more than one copies of p while HT ip did not expire,

then it suppresses the transmission of p. On the contrary, if HT ip expires and no

1The terms virtual pipeline or virtual cylinder are interchangeably used in the context of this
chapter.
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copies of packet p have been received during the HT ip period, then i forwards the

packet p. This simple phenomenon alleviates the extra broadcast overhead, which

is necessary for the UASN scenario where energy and bandwidth are the scarce

resources. However, UASN has an added feature that must be considered while

designing the holding time, which is the long propagation delay.

Consider a scenario where multiple nodes in the PFZ receive p, then all nodes in

PFZ will calculate their respective holding time HT ip. If the number of nodes in

PFZ > 1, then the difference between their holding times must be greater than

the propagation delay between them. Let, holding time of nodes 1 and 2 in PFZ

for data packet p is HT 1
p = 1.2s and HT 2

p = 1.3s, refer Fig. 6.1. And let the

propagation delay between both the nodes 1 and 2 is D1
2

vs
= 0.2s, where vs is the

acoustic signal speed in the aquatic environment. In this scenario, node 1 will

forward the packet after 1.2s, however, due to a long propagation delay and the

short holding time difference, 2 will not receive the copy of p from node 1 and

its HT 2
p will expire. Hence, 2 will also forward the packet p. Similarly, any other

node(s) in the PFZ that has/ve holding time difference less than the propagation

delay between them, will also forward(s) the packet p. Therefore, even by applying

the holding time, multiple copies of the same packet will be forwarded by the nodes

in the PFZ that will impact the energy consumption as well as the packet collision

at the next hop receiving nodes, e.g., ni in the network scenario shown in Fig. 6.1.

From the above discussion, it is observed that there is a close relationship between

the holding time difference between the close proximity neighbors, especially in the

underwater communication scenario. This relationship is shown Fig. 6.2. A well-

established fact about the underwater acoustic networks is its long propagation

delay that is one of its limitations to be considered by any packet forward scheme.

The figure also shows that the propagation delay between node i and j, τ(i,j), that

is directly proportional to the distance between them. It is obvious that if the

difference between the holding time of node i and j for packet p, HT ip-HT jp , is

greater than the τ(i,j), then the packet suppression can be achieved. Otherwise, if

the HT ip-HT jp < τ(i,j), then multiple copies of p will be broadcasted in the network.

The shaded area in the figure is the duplication zone. This can easily be avoided
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Figure 6.1: Holding Time and PFZ scenario

when the holding time difference is larger than the propagation delay. One of the

drawbacks of the larger holding time is the long end-to-end delay that should be

avoided in holding time-based forwarding schemes.

Based on the above discussion, this research presents the new packet forwarding

scheme that suppresses the data packet broadcast storm by adapting the novel en-

ergy scaled and expanded holding time estimation and neighbor information based

data forwarding in the underwater acoustic networks. A detailed discussion about

the proposed holding time computation and the forwarding schemes is discussed

below.



ESEVBF: Energy Scaled and Expanded VBF Scheme 160

6.3.2 Preliminaries

Following is the brief description of the notations that have been used in the

proposed forwarder selection scheme.

• Neighbors of node i, (ξi): All the nodes that are in T ir form which i.

ξi =| {j ∈ N | Di
j ≤ T ir} | (6.1)

where N is the set of nodes in the network and Di
j is the Euclidean distance

between i and j in three-dimensional Euclidean space:

Di
j =

√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (6.2)

• Potential Forwarding Zone (PFZ): PFZ is the region of between node S(xS, yS, zS)

(that currently forwarded the packet p) and Sink D(xD, yD, zD). PFZ is the

subregion of T Sr of node S and the nodes in the region are called potential

forwarder nodes (PFNs), which are preferable to further relay p. Any point

in 3D euclidean space f(xf , yf , zf ) is considered to be in the PFZ of S, if it

satisfies the following conditions:

Df
D < DS

D,

Df
S < T Sr , and

zf ≤ zS.

Neighbors of node i that are in PFZ of S:

χi =
{
ni ∈ ξi | Di

ni
≤ T ir ∧D

ni
S ≤ T Sr ∧ zni

≤ zS
}

(6.3)
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Figure 6.2: Relationship between holding time difference and broadcast sup-
pression in the underwater networks

6.3.3 Estimation of HT i
p

Every node i that is within the PFZ first computes its holding time HT ip, when it

receives the packet p from S as follows:

HT ip = α + β +

γ︷ ︸︸ ︷
1−

(
DS
D −Di

D cos(θi)

T Sr

)
(6.4)

The first factor of HT expression, α, considers the distance of potential forwarder

from the edge of the T Sr that is scaled with the inverse normalized residual energy

of the node. Any node that is closest to the edge of the T Sr and has the maximum

residual energy will be logically preferable forwarder and α is computed as:
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α = e(−Ei)

(
T Sr −Di

S

vs

)
(6.5)

where

Ei =
ei − emin
emax − emin

emin = min (ej|∀j ∈ χi)

emax = max (ej|∀j ∈ χi)

Ei ∈ [0, 1]

The energy of a node is relatively normalized to all the neighboring nodes’ residual

energy in that are neighbors of i and in PFZ. The node with maximum residual

energy within the neighborhood, including the current forwarding node, will have

the Ei = 1 and vice versa. In AHH-VBF, this factor increases the chances of node

i to become potential forwarder if it is at the edge of the of T Sr . On the contrary,

the proposed scheme scales this parameter using the scaled residual energy of node

i. The e(−Ei) element in α decreases overall HT ip of node i with larger residual

energy and makes it more suitable candidate to forward p.

The next factor of the HT , β, is the ratio of the projection distance Pi of the

potential forwarding node i from the centerline of the virtual cylinder with radius

R. This centerline connects nodes S and D that are at the center of the lower

and upper faces of the cylinder. Nodes that are furthest from this centerline are

not desirable as forwarders and their HT must be larger than the one that are

closer the centerline. To achieve this, AHH-VBF just takes the ratio of Pi and R,

β = Pi

R
, which returns the value of β within the closed interval [0, 1]. However,

the value of β should be expanse to widen this value to easily avoid multiple data

transmissions as:

β = tan

(
Pi
R

)
(6.6)

where Pi is estimated as:



ESEVBF: Energy Scaled and Expanded VBF Scheme 163

3

1 2

4

S PFZ

D (Sink )R

D 2
D

D 1
D

D1
S D2

S

P
1

P
2

θ1
θ2

T S
r

q
2

q
1

6
5

e
2

e
1

e
3

e
4

e
5

e
6

Figure 6.3: Holding time estimation parameters and scenario

Pi = (2× A) /DS
D,

A =
√
ρ× (ρ−DS

D)× (ρ−Di
D)× (ρ−Di

S), and

ρ =

(
DS
D +Di

D +Di
S

2

)
.

The last factor of the HT , γ, projects the distance of the potential forwarder

towards the sink. Any node in PFZ that is closer to the sink is a suitable to

be the next potential forwarder. The γ of all the nodes in PFZ is between [0,1].
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In this factor, the element Di
D cos(θi) results the distance between the projection

point qi on the centerline and the Sink node. Here, θi is calculated as:

θi = cos−1

(
DS
D
2

+Di
D
2

+Di
S
2

2×DS
D
2 ×Di

D

)
(6.7)

The ratio of the difference between DS
D and Di

D cos(θi) and T Sr will be high when

node i is closer to the sink and vice versa. Subtraction of that ratio from 1 will

have a very small increment in the holding time of node i if it is closer to the sink

node, enables node i to be more suitable forwarding candidate. On the hand, the

holding time of node i will be sufficiently increased when it is far from the sink

and closer to S. In order to efficiently forward the data packet, multiple packets

are exchanged between nodes to maintain 1-hop neighboring state at each node.

These packets include neighbor request (NEIGH_REQ), neighbor acknowledg-

ment (NEIGH_ACK), and data packet. The structure, header format, and

the purpose of all those packets is similar to the one that is used in [65]. Sim-

ilarly, the same set of steps are followed by proposed scheme when it receives

NEIGH_REQ and NEIGH_ACK. Because the prime objective of this re-

search is to select more suitable data packet forwarders, hence, a new set of steps

proposed when data packet is received by node i. Detailed working principle of

proposed data packet forwarding algorithm is shown in Algorithm 1.

When node i receives data packet p, it first checks, whether the packet is already

in the Packet Queue (PQ), waiting to be forwarded or not. In case of no packet

found in PQ, timer for that packet is not active, and D is in T Sr , then i checks

its position that either i is PFZ or not. Accordingly, node i computes its HT ip
and initiates the timer Timerp. During the Timerp is active, node may receive

multiple copies of p form other nodes and records the number of copies received.

Once the Timerp expires, node i forwards the data packet if it received only single

copy of the packet, otherwise, it drops and removes the packet from PQ.

To conclude this subsection, this research have proposed the holding time that

uses an energy scaled closeness to the edge of the T Sr , expanded proximity to
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Algorithm 8: Algorithm 1: Proposed data Packet Forwarding Algorithm
1 Output: Forward or Drop p
2 Input: Node i receives p{IDp, S(xS, yS, zS), T Sr , eS, DATA}
3 PQ(m, c)= Packet Queue // m : Packet, c= Copies of m
4

5 ξi= Neighbor List of i
6 χi= Neighbor List of i
7 Timerm= Timer for packet m

8 if {p is not in PQ} then
9 Add p in PQ and Set c = 1

10 if Timerp is OFF then
11 get T Sr from p
12 get Loc(S) from p

/* Sink D is not in TSr of S */
13 if DS

D > T Sr then
14 Compute Pi using Loc(S), Loc(D) and Loc(i)
15 if Pi < W then
16 Compute normalized Ei
17 Calculate HT ip
18 if HT ip < min{HT jp |∀j ∈ χi } then
19 Set Timerp = HT ip/2

20 else
21 Set Timerp = HT ip

22 Start Timerp
23 Call TimerExpire

24 Drop p
25 Remove p from PQ: PQ = PQ \ p
26 Exit
27 else
28 Drop (p)
29 Increment c
30 Update ξi
31 Exit

1 Procedure TimerExpire(p,PQ)
2 if p in PQ and c > 1 then
3 Remove p from PQ: PQ = PQ \ p
4 Exit
5 else
6 Update (xi, yi, zi),T ir , and ei in p
7 Forward p
8 Remove p from PQ: PQ = PQ \ p
9 return
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the centerline of the cylinder between S and D, and adjacency towards the sink

node. Collective, all those factors are necessary for the selection of the appropriate

forwarder.

6.4 Results and Analysis

In this section, the detailed simulation analysis of the proposed scheme in con-

trast to the conventional AHH-VBR scheme is proposed. To fairly evaluate the

performance of both the schemes, we simulated an underwater 3D network of

2km × 2km × 4km area, where Xmax = Ymax = 2km and depth of Zmax = 4km.

The network size of 200 to 450 nodes has been simulated with the varying trans-

mission ranges, ranging from 500m to 900m to demonstrate the sparse and dense

network scenarios. In each simulation trial, the nodes are deployed randomly

in the said network area and every individual sensor node acts as a data source

(generates data packets) as well as a forwarder node. The position of the Sink

node is static during the whole simulation course. Sink node is positioned at the

water surface and at the center of the network area with coordinates (Xmax/2,

Ymax/2, 0). All nodes are homogeneous in terms of transmission range in every

trial and are assigned initial energy E0 as Emin + rand(Erand), where Emin = 50j

and Erand = 30j. A single network scenario for a given transmission range and

network size is simulated 100 times. Therefore, all distinct points in the graphs of

the simulation results are an average of 100 simulation trials.

The payload size of the data packet, neighbor request, and acknowledgment pack-

ets are 70× 8 bits, 64 bits, and 112 bits, respectively. The common header of 88

bits is used for all packet types in simulation. In addition to that, the data rate

of 16 × 103 bits per second and the underwater acoustic delay propagation delay

of 1500m has been set in the simulations. Network is static during the complete

simulation period. In last, the pure ALOHA is used at MAC layer because it is not

susceptible to delays and does not use any collision detection and the avoidance

mechanism.
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As stated earlier in a brief discussion about the conventional AHH-VBF, it ensures

the packet forwarding reliability by setting the minimum forwarder threshold, τ ,

which depends upon the error probability, the packet collision rate, and the size of

the packet. However, in simulations, AHH-VBF considered τ ≥ 2, which indicates

that there should be at least two or more than two forwarders in the forwarding re-

gion. This ensures the reliability as well as the collision probability at the next hop

forwarder(s). Additionally, it consumes more energy and utilizes more bandwidth,

which is the scarce resource of the UASN. This situation can easily arise when the

holding time difference between two or more than two forwarders is very negligible

or smaller than the propagation delay between them. On the contrary, proposed

scheme intends to avoid multiple transmissions of the data message towards the

upstream direction, to save energy and avoid collision at upstream receivers. In

short, the proposed scheme not only selects the spatially suitable but also the

energy-rich acoustic node among the forwarders pool. Hence, the fair performance

comparison is achieved by setting τ = 1 and analyzing the packet suppression

count or the number of forwarders count and energy consumption. During all sim-

ulation scenarios, there are 200 data sources that generate data packets destined

to Sink node. The same number of data sources is used for the large network size

scenarios with the intention to find the impact of identical data traffic on network

performance.

The simulation results are analyzed for two underwater network scenarios: One

with the static Sink, which is placed on the sea surface at the fixed location and the

other where the Sink is mobile. In the static Sink scenario, the Sink is placed at

(Xmax/2, Ymax/2, Z = 0) coordinates. On the contrary, in the mobile Sink network

scenario, the sink moves vertically from the sea surface towards the seabed with a

constant speed, sp = 5m/s. However, its X and Y coordinates remain constant.

Once the sink reaches the seabed, it floats upward towards the sea surface with

the same speed. Example sink mobility scenario is shown in Fig. 6.4, where sink

moves vertically through the cable holding the anchored surface buoy. The primary

objective of considering the Sink mobility scenario is the test performance of the

proposed scheme in diversified network paradigms.
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Figure 6.4: Mobile sink network scenario

6.4.1 Performance Metrics

Following is the brief description of the performance metrics that are analyzed

through simulations.

• Total forwarded copies of data: represents the number of copies forwarded in

the network for all data packet transmissions initiated by the source nodes.

• Number of dead nodes : is the total number of nodes that could not participate

in the data forwarding process because they have residual energy less than the

transmission energy.

• End-to-end delay : is the cumulative delay experienced by the data packet

between its source and the sink node.

• PDR (Packet Delivery Ratio): is the ratio of successfully received data packets

by sink over the total number of generated data packets.
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Figure 6.5: Number of data message copies forwarded in the network for
different network size

• Energy consumption: total energy consumption in the network during the

whole simulation time.

• Hop count : represents the average number of hops that the data packets have

traversed between source and sink node.

Following is the brief discussion about each performance metric that is estimated

through simulations in the static Sink network scenario.

6.4.2 Simulation Results in the Static Sink Scenario

In this section, all the results are estimated for the network scenario with static

sink. In this case, the Sink is placed at sea surface and the center of the network

deployment region.

Figures 6.5 and 6.6 show the total number of copies of the data message forwarded

in the network versus varying network size and transmission range, respectively.

It can be seen in Fig.6.5 that in a sparse network scenario, Tr = 500 and network

size, the total copies of data packet forwarded in the network is smaller than the
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Figure 6.7: % reduced data packets by the proposed scheme for different Tr
and network size

dense network scenario. The reason behind this phenomenon is that most of the

copies of the data packet fail to reach the next hop forwarders. As the network

size increases, more copies of the data message are successfully propagated in

the network. On the contrary, for large transmission range and small network
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size, more data packets are successfully forwarded in the network, but when the

network size increases, most of the packets are dropped in the network due to a

large collision probability. Increase in data packet copies due to large transmission

range plus network size is due to two factors; a) increase in the pipeline radius

directly surges in the number of forwarding candidates in PFZ, b) the propagation

delay between potential forwarders in PFZ will be longer and could be more than

the holding time difference between them.

The next interesting trend that has been observed in the graphs is the difference

between total copies of the data packet that are forwarded by AHH-VBF is larger

than the proposed scheme. It shows that the holding time difference between

the potential forwarders is less than the propagation delay between those nodes.

Hence, multiple nodes from the PFZ send copy of the same data packet, which

results in more energy consumption that is discussed later in this section. In con-

trast, the proposed scheme computes holding time and exponentially scales the

holding time using normalized energy factor to increase the holding time differ-

ence between potential forwarders. Consequently, it minimizes the data packet

duplication and saves energy in the proposed scheme. The same performance

metric has been investigated for different transmission ranges and fixed network

size and a similar trend has been observed in Fig. 6.6. On average, the proposed

scheme generates 27.55% less copies of the data packet for all Tr and network

size of 450 nodes. Similarly, in Tr = 900m and all network size scenarios, the

proposed scheme disseminates about 21.93% fewer copies of the data packet in

the network. A detailed performance gain achieved by the proposed scheme in

this regard is shown in Fig. 6.7. The maximum performance gain achieved by the

ESEVBF in contrast to the AHH-VBF is 30.72% for the network size of 450 nodes

and Tr = 500m.

Next, investigate the end-to-end delay experienced by the successful data packets

between the source S and sink node D for varying network size and transmission

range as shown in Fig. 6.8 and 6.9, respectively. The overall delay experienced

by a data packet includes processing, propagation, and the holding time delay

at each forwarding stage in the network. The impact of network sparseness and
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Figure 6.9: End-to-End delay between the source node that generated data
message and Sink node versus transmission range

denseness can be seen in those graphs. It is evident from the graphs that the end-

to-end delay experienced by the AHH-VBF is larger than the proposed scheme.

The main reason behind this behavior is proposed in potential forwarder selection

algorithm. As stated earlier in the proposed forwarder selection algorithm section,
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Figure 6.10: The overall percentage less End-to-End delay achieved by the
proposed scheme for different Tr and network size

all the nodes share their location and residual energy information with their 1-

hop neighbors. When a node receives data packet from any one of its neighbors, it

computes its own holding time. As recall from previous discussion that the holding

time computation only requires the location plus depth information of sender

node S, Sink node D, node’s own location, and the residual energy information.

However, the same information of the neighboring nodes is also available in the

neighborhood table of each node. Hence, the node can easily estimate the packet

holding time of all common neighbors of S and node itself, which also fall in the

PFZ.

It is also a well-established fact that computation energy cost is very small com-

pared to communication and other operations of the node. Once the node esti-

mates the holding time of its own as well as its neighbors, it checks whether its own

holding time is smaller than the neighbors or not. If the receiving node’s holding

time is smaller than its common neighbors, then instead of waiting for a long hold-

ing time duration, it forwards the packet after HT i
p

2
. However, the AHH-VBF does

not exploit the neighborhood information available at the node and each node has

to wait for a holding time duration before further relaying the data packet. This is
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the reason that despite the energy scaling and expansion of the proposed holding

time, its end-to-end delay is smaller than the AHH-VBF. Subsequently, the same

behavior can be observed for any network scenario, refer Fig. 6.8 and 6.9.

In Fig. 6.8, the trend of the end-to-end delay for a small transmission range (e.g.,

Tr = 500m) is increasing with respect to the network size in contrast to the end-

to-end delay behavior resulted by large transmission ranges. The main arguments

behind this behavior are: (a) in case of a small Tr, the packet fails to reach D if it is

relayed over multiple hops, due to channel impairments, path losses, high error rate

of the acoustic channel, and so forth. (b) because of the network sparsity, end-to-

end connectivity could not be established. Therefore, in a sparse network scenario,

only the short hop-distant packets can reach D and experience a small end-to-end

delay. On the contrary, in a dense network environment, the packet has to traverse

a large number of hops, which causes a very long end-to-end delay. The similar

trend is also observed in Fig. 6.8. Furthermore, it is also noticed in Fig. 6.8 that

as Tr increases, the end-to-end delay descends, which is due to the collision that

leads to a large data packet loss. This collision happens when different potential

forwarders relay the same data packet because of the small holding time difference

and the large propagation delay between these forwarders, refer the theory related

to Fig. 6.2. Data packets in the proposed ESEVBF scheme experience about

23.77%, 12.6%, and 3.65% less end-to-end delay compared to AHH-VBF in any

network size scenario with Tr = 500m Tr = 600m and Tr = 700m, respectively.

As the Tr increases, the end-to-end delay of both the schemes becomes identical

because the Data packet is forwarded through less number of hops and directly

reaches the sink node. The overall performance gain (percent improvement in

end-to-end delay) achieved by the proposed ESEVBF is shown in Fig. 6.10.

After the data packet broadcast and end-to-end delay analysis, investigate the

overall energy consumption in the network. Figure 6.11 and 6.12 show the total

energy consumption in the network during the whole simulation duration for dif-

ferent network size and transmission range, respectively. In underwater acoustic

networks, transmission of a packet is the most energy consuming operation in the
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Figure 6.11: Overall network energy consumption versus the network size
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Figure 6.12: Overall network energy consumption versus the transmission
range

network compared to the packet reception, idle listening, sensing, and the process-

ing operations. As data packets are large in size compared to the control packets,

therefore, their contribution to the energy consumption dominates the energy con-

sumed by the transmission of other packets or network operations. Therefore, the

trends of the overall network energy consumption graphs are comparatively similar
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Figure 6.13: Overall network energy consumption for varying number of data
packets generated by the source nodes in the network

to the results that depict the total number of forwarded copies of the data packets

in the network. Hence, the main reasons and arguments related to energy saving

are similar to the one that avoids broadcast of more copies of the data packet. As

a result, the overall energy consumption of the proposed scheme is less than the

AHH-VBF.

The simulation results show that the energy consumption in the sparse network

is very small because most of the data packets could not be forwarded further in

the upstream direction towards the Sink. Similarly, the number of forwarders, as

well as the data packet receiving nodes (receiving energy consumption), are very

few, which is one of the reasons for this small network energy consumption. Con-

versely, the opposite is the case for a dense network scenario where the successful

communication of data packets increase energy consumption in the network. As

the number of data sources are fixed in all the simulation scenarios, hence, we also

recorded the overall network energy consumption after the individual broadcast of

the packet by each source, refer Fig. 6.13. The results show that maximum energy

maximum energy saved by the proposed scheme is approximately 30.8%. The av-

erage percentage less energy consumed by the proposed scheme in comparison to
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Figure 6.14: Number of dead nodes for varying number of data packets gen-
erated by the source nodes in the network

AHH-VBF is summarized in Table.6.1.

Table 6.1: Overall energy saved by the proposed scheme compared to AHH-
VBF

Network Size 200 250 300 350 400 450
Tr = 500m 20.6 23.1 26.3 27.4 29.6 30.8

550m 21.7 24.1 26.1 25.9 28.1 28.7
600m 21.9 23.6 26.0 26.9 27.2 27.0
650m 22.2 21.9 23.4 25.4 26.9 26.0
700m 20.4 21.1 22.4 25.4 25.3 25.9
750m 19.9 18.7 22.9 24.7 25.3 27.4
800m 19.3 16.6 19.5 21.9 24.5 26.8
850m 18.6 17.9 21.3 23.6 26.2 28.2
900m 16.2 17.8 20.8 23.5 25.6 28.2

Energy Saved 20.1% 20.5% 23.2% 25.0% 26.5% 27.7%

As already discussed that more energy is consumed by the underwater acoustic

networks, which can deplete the battery power of some nodes (dead nodes) during

the simulation duration. Therefore, we also studied the number of dead nodes

during the simulation period, as shown in Fig. 6.14. It is evident from the figure

that the battery power of few nodes is completely consumed in the network scenario

of 200 nodes and Tr = 500m, Fig. 6.14(a), because a small number of data traffic

is handled by the network. In the similar network scenario but for the large

Tr, more network nodes die out, because more data packets are communicated



ESEVBF: Energy Scaled and Expanded VBF Scheme 178

in the network. The battery power of more number of nodes deplete when the

network becomes denser. However, it can easily be seen from the results that

for TR = 700m, the number of dead nodes is larger than the T=900 and 500m,

refer Fig. 6.14(a). The obvious phenomenon behind this is that in an extremely

dense network scenario, a large number of potential forwarders get the chance to

forward data messages because of a very small difference between their holding

time. Therefore, the collision probability at the next hop increases and the next

hop nodes fail to further communicate the data packet. Hence, the data packet

communication is restricted only to a few hops in the network. On the other hand,

in Tr = 700m, more data packets are successfully propagated in the network, which

consumes more network energy and results in a large number of dead nodes in

the network, refer Fig. 6.14(c) and (d) for further details. Similarly, in the dense

network scenario, e.g., Fig. 6.14(d), the small transmission range (e.g., Tr = 500m)

consumes more energy due to the fact that most of the nodes participate in the

Data packet forwarding. Hence, large number of nodes die out for small Tr = 500m

compared to the large Tr = 900m. From the results, it can easily be seen that the

battery power of a very small number of nodes is depleted during the simulation

of ESEVBF. Resultantly, it increases the underwater monitoring duration and

the network with ESEVBF can survive for a longer duration that the one using

AHH-VBF.

From the above analysis, it is clear that the proposed scheme saves energy, reduces

broadcast storm, and communicates data packets with less delay. In addition to

these performance gains, the average number of hops that each data packet traverse

from S to D is also analyzed for different network sizes and Tr, refer Fig. 6.15 and

6.16, respectively. The hop count data coincides with previous analysis that for a

small Tr = 500 and network of 200 nodes, the average number of hops is smaller

than the large Trs. The rationale for this behavior is that the data messages

from sources that are at distant location, fail to reach D due to unavailability of

the path(s). However, when the network becomes dense, the data packet has to

traverse many hops to reach D for Tr = 500. On the other hand, it can easily be

noticed from the results that the average number of hop counts of the proposed
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Figure 6.15: Average No. of Hops data messages traversed versus the network
size
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Figure 6.16: Average no. of hops data messages traversed versus transmission
range

scheme is smaller than the AHH-VBF because the forwarder selection criteria

mostly considers the node’s closeness towards the center of the virtual cylinder

and the Sink node. Notwithstanding, the proposed scheme scales the holding time

with residual energy factor plus the expanded ratio of the closeness towards the



ESEVBF: Energy Scaled and Expanded VBF Scheme 180

center of the virtual cylinder. This may increase the chances of other nodes to

serve as potential forwarders that have large residual energy and slightly different

virtual cylinder distance ratio. This is the reason that for large Tr, the average

number of hops traversed by the Data packet in ESEVBF is slightly larger or

almost identical to the AHH-VBF. The impact of this slightly larger hop count

is reduced by taking the advantage of utilizing the neighborhood information in

holding time calculation and reducing the holding time of the potential forwarder

that has a smallest holding time among neighbors. Therefore, this marginally

high hop count factor has not much impact in presence of the other significant

performance gains achieved by the proposed scheme.

Along with those performance gains, finally, the simulations carried for the packet

delivery ratio or PDR =
(

Successfully received data at D
total generated data by S

)
. PDR is one of the fundamen-

tal performance measures of every routing strategy is also analyzed. Figure 6.17

and 6.18 show the PDR comparison of the proposed and the AHH-VBF scheme for

different network size and transmission range, respectively. Figures show that the

proposed scheme has almost similar PDR as the AHH-VBF as the network size or

Tr is very large. On the other hand, the ESEVBF has slightly less PDR because

ESEVBF selects the potential forwarders in the in PFZ that have closeness to

the center of the cylinder and have larger residual energy. However, due to small

number of nodes in the PFZ due to network sparseness, it is quite difficult to find

suitable forwarders. Hence, the PDR of the ESEVBF is lower in those network

scenarios. Conversely, in the dense network scenario, the chances of finding the

suitable forwarder from the PFZ becomes very high that increases the PDR. The

above results show that the proposed scheme achieves energy efficiency, broadcast

less number of Data packets, and has lower end-to-end delay at the cost of slightly

lower or almost identical PDR is different network scenarios.

In the next subsection, briefly analyze and contrast the impact of Sink mobility

on the performance gain of both ESEVBF and the AHH-VBF schemes.
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Figure 6.17: Average packet delivery ratio versus the network size

500 550 600 650 700 750 800 850 900
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Transmission Range (m)

P
D

R

 

 

ESEVBF 300 Nodes (Mobile Sink)
ESEVBF 300 Nodes (Static Sink)
ESEVBF 400 Nodes (Mobile Sink)
ESEVBF 400 Nodes (Static Sink)
AHH−VBF 300 Nodes (Mobile Sink)
AHH−VBF 300 Nodes (Static Sink)
AHH−VBF 400 Nodes (Mobile Sink)
AHH−VBF 400 Nodes (Static Sink)

Figure 6.18: Average packet delivery ration versus the transmission range

6.4.3 Simulation Results in the Mobile Sink Scenario

In previous section, the critical analysis and reasoning proposed about the perfor-

mance gain of the ESEVBF in the network scenario with the static Sink. However,

the literature suggests that introduction of the Sink mobility enhances the net-

work performance in terms of small end-to-end delay, reduces the broadcast of the
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Figure 6.19: Total copies of data message forwarded in the network with and
without Sink mobility for different (network size)

number of Data packets, minimizes energy consumption and increases the net-

work lifetime, and so on. Although, the AHH-VBF has not been tested in the

mobile Sink network scenario, however, there are extensive simulations of AHH-

VBF as well as prsented ESEVBF in the mobile Sink paradigm and the results

are discussed below.

Figure 6.19 shows the total number of copies processed within the network of

varying size and transmission range Figure 6.20. It is evident from the figure that

the Sink mobility minimizes the broadcast of the number of data packet copies

in the network. The reason behind this phenomenon is that Sink moves within

the network and passes near the data generating and forwarding nodes. Hence,

these nodes just have to forward data packet at fewer hops to reach the Sink

that is within the close proximity of these nodes, refer Fig. 6.21 and 6.22 that

shows average number of hops the data packet traverses in the network to reach

the Sink. Figures 6.19 and 6.20 explicitly show that the ESEVBF and AHH-VBF

forward far more less copies of data packet in the mobile Sink scenario as compared

to the one with static Sink. The analysis shows that ESEVBF for any network

size in a mobile Sink scenario processes 12.6%, 24.4%, 32.5%, . . ., and 34.0% less
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Figure 6.20: Total copies of data message forwarded in the network with and
without Sink mobility for different (transmission range)

number of data messages in the network compared to static Sink scenario for Tr

of 500m, 600m, 700m, . . ., and 900m, respectively. Similar data packet gain is

also achieved by the AHH-VBF in the network with Sink mobility. Additionally,

it is also obvious from the figure that ESEVBF outperforms the AHH-VBF in any

network scenario. The mobility enables the Sink to vary its proximity respective

to the data packet source and the forwarder nodes. Hence, the number of hops

traversed by the data packet is far more less in the mobile Sink network than the

static Sink network scenario, refer Fig. 6.21 and 6.22.

Above analysis shows that the Sink mobility in the underwater network scenario

significantly reduces the number of data message copies and the number hops the

message traverses in the network. In result, it can easily be predicted that the

end-to-end delay must also be alleviated in this network setting. Figure 6.23 shows

the end-to-end delay experienced by the data message in a network with static and

mobile Sink for varying network size and transmission range Figure 6.24. A notable

difference in the end-to-end delay can be observed in the figure. On average, the

ESEVBF lessens about 28.5%, 31.0%, 31.4%, . . ., and 34.0% of end-to-end delay in

the network with mobile sink than the network without sink mobility for the size
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Figure 6.21: Average number of hops the data message needs to traverse in
network to reach static and mobile Sink (Network with varying size)
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Figure 6.22: Average number of hops the data message needs to traverse in
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range)
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Figure 6.23: End-to-end delay experienced by the data message in a network
with static and mobile Sink for varying network size
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Figure 6.24: End-to-end delay experienced by the data message in a network
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Figure 6.25: Network energy consumption in the static and mobile Sink net-
work scenario for varying network size
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Figure 6.26: Network energy consumption in the static and mobile Sink net-
work scenario for varying transmission range

of 200, 250, 300, . . .%, and 450 nodes and all Tr. Notwithstanding, the AHH-VBF

achieves 28.3%, 29.0%, 29.9%, . . ., and 33.1% less end-to-end delay for the network

of 200, 250, 300, . . ., and 450 nodes, which is closer to ESEVBF’s performance

gain.
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Figure 6.27: PDR in the static and mobile Sink network scenario for varying
network size

500 550 600 650 700 750 800 850 900
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Transmission Range (m)

P
D

R

 

 

ESEVBF 300 Nodes (Mobile Sink)
ESEVBF 300 Nodes (Static Sink)
ESEVBF 400 Nodes (Mobile Sink)
ESEVBF 400 Nodes (Static Sink)
AHH−VBF 300 Nodes (Mobile Sink)
AHH−VBF 300 Nodes (Static Sink)
AHH−VBF 400 Nodes (Mobile Sink)
AHH−VBF 400 Nodes (Static Sink)

Figure 6.28: PDR in the static and mobile Sink network scenario for varying
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Figure 6.29: PDR alleviated after the introduction of the mobile Sink in ES-
EVBF

Next, the influence of Sink mobility on the overall network energy consumption is

shown in Fig. 6.25 and 6.26. Results in that figure show the similar impact on the

energy conservation as it has on the data copies processed in the network. It also

verifies the claims in the literature that Sink mobility achieves energy efficiency

in the network, which is about 36% more energy conserved than the static Sink

scenario. Finally, the PDR improved by the proposed and conventional scheme

is shown in Fig. 6.27 and 6.28. The overall PDR improved by the Sink mobility

for ESEVBF and AHH-VBF Fig. 6.29 and 6.30, respectively. From the above

discussion, it can easily conclude that the Sink mobility improves the performance

of the routing protocols.

6.5 Conclusion

An energy scaled and expanded vector based routing (ESEVBR) scheme is pre-

sented in this chapter. ESEVBR provides energy fairness and reduces the packet

broadcast by scaling and expanding the holding time with the residual energy

and ratio of projection distance to vector and width of the virtual pipeline. The
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Figure 6.30: PDR alleviated after the introduction of the mobile Sink in AH-
HVBG

new holding time signifies the difference between holding times of the potential

forwarders, which reduces the data packet broadcast and maintains the energy

fairness in the network. The simulation results show that the proposed ESEVBR

is approximately 5% more energy efficient, experiences 14.6% less delay, and gen-

erates about 5% fewer data packets, compared to AHH-VBF. However, ESEVBR

maintains similar PDR and very less number of nodes die in the network when

ESEVBR is used as a forwarding technique in the underwater sensor network.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

UWSNs are usually deployed sparsely in large 3D regions due to the expensive

manufacturing and huge deployment cost. Moreover, the mobility of the sensor

nodes with water current causes frequent topological changes. Consequently, the

density of network nodes is observed to be different at different regions of the

network. The routing protocol DOW-PR has been designed to enhance the reli-

ability of the network in sparse regions and at the same time it provides energy

efficient solution in dense network region. There are two versions of the routing

protocol i.e. dolphin pod and whale pod. DOW-PR convincingly beat its coun-

terpart routing protocol WDFAD-DBR in all performance metrics. It includes

reduction in energy consumption, increasing PDR, and minimizing void and en-

ergy holes creation. DOW-PR explore the role of the parameters like number

of PFNs, number of SUPs nodes and hops count value in designing the holding

time equation. Moreover, the values of the above-mentioned parameters have been

mapped (SET1, SET2 and SET3) into arbitrary values and that are also tested

for simulations. The investigations through simulations showed that dolphin pods

routing beats the WDFAD-DBR, on average improving by 31.5% of energy tax,

6% of PDR, and 24.6% of E2ED. However, certain performance trade-offs have

been observed and listed in Table 2. It has been shown through critical analysis

190
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from the results that, in order to improve PDR, end-to-end delay is compromised.

Furthermore, the whale pods routing protocol outperformed the dolphin pod ver-

sion and therefore improvement is seen in energy tax, PDR and fraction of void

nodes. DOW-PR was designed to select forwarder from the upper hemisphere of

transmission range in the direction of the nearest sink node. The advantage of

spatial division was ignored in forwarder selection. Therefore, the requirement

of communication range being spatially divided into logical subregions which is

incorporated in GDGOR-IA. GDGOR-IA exploit geographic information to route

data greedily towards sonobuoys and features opportunistic forwarding for im-

proved data delivery. Three dimensional division has made network scalable and

forwarding is directional because of selection of upward neighbor cubes of a sender

cube. In this way, number of hops taken to execute a complete transmission from

sender node to sonobuoy were found to be reduced significantly. Moreover, in-

terference avoidance in GDGOR-IA helped in reduction of packet loss, thus it

improved packet delivery ratio. In GRMC-SM, controlled sink mobility signifi-

cantly improved network performance compared to the baseline scheme. Energy

cost was significantly improved due to coping with communication voids by reduc-

ing fraction of void nodes in the network. Consequently, these schemes provided

efficient solution for reliable communication. Mathematical problem formulation

using linear programming resulted in feasible solution for minimizing the energy

consumption, average delay and to maximize network throughput.

Transmission range adjustment and geo-spatial division were individually imple-

mented in DOW-PR and GDGOR-IA respectively. In order to get benefit of both,

this research incorporated the hybrid version of these two i.e. LETR. The novelty

of location error prediction is also included while selecting the forwarder. The

transmission range adjustment technique has helped to avoid void holes while

depth adjustment and is only applied in extreme scenarios where a sensor node

fails to find any neighbor within its maximum transmission range. A major con-

tribution of this work is to tackle location errors in traditional geographic routing

along with void hole avoidance. LETR, calculate MSE to mitigate the effects of

localization errors on forwarder selection and data transmission. The controlled
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depth adjustment significantly conserves energy consumption and contributes to

more data transmissions in the network. Instead of node displacement towards

bottom of water, LETR adjust node depth towards sinks at the surface. It re-

duces the distance of node with sink and the chances of frequent network topology

readjustments, thus energy consumption is reduced and network lifetime prolongs.

Another major contribution of this work is the MMS-LETR protocol which con-

siders noise attenuation to eliminate retransmissions. This research defines sink

mobility patterns provides maximum network coverage, which minimizes packet

loss ratio. The simulation results prove that the location error resilient void hole

avoidance technique increases network throughput and conserves energy as com-

pared to traditional geographic routing techniques. This routing technique cope

with localization errors, thus packet drop rate is reduced. It is therefore, LETR

improves the network performance against a depth adjustment based geographic

routing protocol, GEDAR at varying node densities. On the other hand, MS based

protocols further improve the performance in terms of packet loss ratio and energy

consumption.

All the above mentioned routing protocols were developed to achieve better lifes-

pan of the network. It was however, ignored to realize the residual energy of the

forwarding node. Along with this there are no mechanism incorporated to cope

with the imbalance between the holding time difference and propagation delay of

packet between nodes. For this reason, an Energy Scaled and Expanded Vector

Based Forwarding (ESEVBF) scheme was proposed. ESEVBF provides energy

fairness and reduces the packet broadcast by scaling and expanding the holding

time with the residual energy and ratio of projection distance to vector and width

of the virtual pipeline. The new holding time signifies the difference between hold-

ing times of the potential forwarders, which reduces the data packet broadcast and

maintains the energy fairness in the network. The simulation results show that

ESEVBF, is approximately 5% more energy efficient, experiences 14.6% less de-

lay, and generates about 5% fewer data packets, compared to AHH-VBF. However,

ESEVBF maintains similar PDR and very less number of nodes die in the net-

work when ESEVBF is used as a forwarding technique in the underwater sensor
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network.

7.2 Future Work

After critically reviewing the literature, it is well understandable that there are

still numerous challenges which need to be resolved. The scope of this dissertation

is extendable in future through investigation of new energy efficient parameters.

Generally, all protocols proposed in this research can be additionally equipped

with the phenomenon of duty cycle. The sensor nodes collaboratively schedule

its sleep and wakeup time that helps in further reduction of energy consumption.

Specifically, as for future work in DOW-PR routing, we plan to further investigate

the optimum value of weighting coefficient Îś and to establish its relation with

the topology changes and channel conditions. Residual energy parameters can

be included while formulating the forwarding mechanism in DOW-PR, GDGOR-

IA and LETR. The routing strategy proposed in ESEVBF can be extended and

tested to two hop parameters, for example residual energy of expected forwarders

at first and second level of forwarding . Furthermore, this research can be extended

through deployment of heterogeneous nodes in all proposed routing protocols.
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