
CAPITAL UNIVERSITY OF SCIENCE AND

TECHNOLOGY, ISLAMABAD

Resource Efficient

Multi-dimensional Cache

Management Strategies in

Content-Centric Networks
by

Sheneela Naz
A thesis submitted in partial fulfillment for the

degree of Doctor of Philosophy

in the

Faculty of Computing

Department of Computer Science

2018

www.cust.edu.pk
www.cust.edu.pk
Faculty Web Site URL Here (include http://)
Department or School Web Site URL Here (include http://)


i

Resource Efficient Multi-dimensional Cache

Management Strategies in Content-Centric

Networks

By

Sheneela Naz

(PC103011)

Dr. Feng Xia, Professor

Dalian University of Technology (DUT), P.R. of China

Dr. Faisal Tariq

Queens Marry University of London, London, UK

Dr. Amir Qayyum

(Supervisor)

Dr. Muhammad Abdul Qadir

(Dean, Faculty of Computing)

DEPARTMENT OF COMPUTER SCIENCE

CAPITAL UNIVERSITY OF SCIENCE AND TECHNOLOGY

ISLAMABAD

2018



ii

Copyright c© 2018 by Sheneela Naz

All rights reserved. No part of this thesis may be reproduced, distributed, or

transmitted in any form or by any means, including photocopying, recording, or

other electronic or mechanical methods, by any information storage and retrieval

system without the prior written permission of the author.



iii

Dedicated

to

My Beloved

Parents









vii

List of Publications

It is certified that following publication(s) have been made out of the research

work that has been carried out for this thesis:-

1. Sheneela Naz, Rao Naveed Bin Rais, and Amir Qayyum, “A Resource

Efficient Multi-dimensional Cache Management Strategy in Content Centric

Networks”, Journal of Computational and Theoretical Nanoscience, Vol. 14,

116, 2017.

2. Sheneela Naz, Rao Naveed Bin Rais, Peer Azmat Shah, Sadaf Yasmin and

Amir Qayyum. A Dynamic Caching Strategy for CCN-based MANETs. The

International Elsevier Computer Networks (COMNET), 2018.

Sheneela Naz

(Registration No. PC103011)



viii

Acknowledgements

All Praises be to ALLAH Almighty who enabled us to complete this task success-

fully and our utmost respect to His last Prophet (P.B.U.H.).

I would like to sincerely thank my PhD supervisor, Dr. Amir Qayyum, for his

guidance, encouragement and support throughout this study. I would also like to

thank Dr. Rao Naveed Bin Rais who has been co-supervising my PhD work. His

invaluable concern and guidance has helped me a lot in making the progress in

my research. I would also like to mention the vital contribution I have received

from Sadaf Yasmin, Peer Azmat Shah and Saira Gillani. I would like to thank the

people from the CoReNeT. Their assistance was always effective and timely.

Finally, I thank my family who supporting me and encouraging me with their best

wishes.



ix

Abstract

CCN promises to solve many problems related to traditional network architecture

with its receiver-driven, secure and simplistic model. Transparent and ubiquitous

in-network caching, mobility management are two active research topics within

CCN domain, and we intend to address both in this thesis. This document mainly

consists of our work on improving in-network cache management in static and

dynamic network environments.

In-network cache management in Content-Centric Networking (CCN) has received

significant interest from research community in recent years. On the positive

aspect, it helps in increasing content availability and quality-of-experience (QoE)

by reducing end-to-end delays, and reduces server load. On the other hand, opting

the default approach, that is, store a content at every node on the delivery path

is not resource-efficient as it introduces high cache redundancy. A multitude of

schemes are proposed to increase efficiency of the network, which aim to reduce

redundancy by selecting a small fraction of nodes on returning path for storing

contents. This selection is generally based on taking into account knowledge about

the network or the content itself. However, in many schemes node’s utility is

generally determined by analyzing only one concept at a time. For example, some

schemes store contents based on popularity, while others select nodes employing

only the information about network topology etc. Considering only a single aspect

while taking a decision may limit the scope of the cache management scheme to be

deployed in diverse scenarios, and might result in sub-optimal performance when

the environment is changed. Hence, there is a need to devise an efficient caching

mechanism that can dynamically adjust and adapt itself to any environment. With

this in mind, we propose an adaptive caching strategy, named as Multi-Attribute

Caching Strategy (MACS) based on multi-parameters for CCN. MACS attempts

to overcome inefficient cache utilization by intelligently selecting caching locations

along the content delivery path. Simulation results show that MACS reduces cache

load at each node while providing comparable delay and better cache hit rate using

both synthetic and real network topologies.



x

In second part of the thesis, we analyze the aspects of content-centric caching

in Mobile Ad-hoc Networks (MANET). We propose a caching framework that

dynamically adapt the caching decision of each content and relocate the replica

if the old cached node moves to another location. We envision that such cache

relocation mechanism to stimulate cooperation among nodes have potential to help

with practical deployments in real scenarios.



Contents

Author’s Declaration vi

Plagiarism Undertaking vii

List of Publications viii

Acknowledgements ix

Abstract x

List of Figures xv

List of Tables xvii

Abbreviations xviii

Symbols xix

1 Introduction 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Possible Management Approaches . . . . . . . . . . . . . . . 6

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Research Contribution . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 11

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 In-network Cache Schemes . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Coordination-based Schemes . . . . . . . . . . . . . . . . . . 12

2.2.1.1 Explicit Cache Coordination Schemes . . . . . . . . 13

Path Coordination Schemes . . . . . . . . . . . . . . 13

Neighborhood Coordination Schemes . . . . . . . . . 14

2.2.1.2 Implicit Cache Coordination Schemes . . . . . . . . 16

2.2.2 Probabilistic Caching . . . . . . . . . . . . . . . . . . . . . . 20

xi



xii

2.2.2.1 Static Probability Cache . . . . . . . . . . . . . . . 20

2.2.2.2 Knowledge Based Probability Cache . . . . . . . . 22

2.3 Mobility and Cache Management in CCN . . . . . . . . . . . . . . . 25

2.3.1 Caching in Mobile Ad-hoc Networks . . . . . . . . . . . . . 25

2.3.1.1 General Caching Techniques . . . . . . . . . . . . . 26

2.3.1.2 Cooperative Caching . . . . . . . . . . . . . . . . . 28

Push and Pull Based Caching Scheme: . . . . . . . . 28

Zone Based Cooperative Caching Scheme . . . . . . . 33

2.3.1.3 Mobility-Aware Caching . . . . . . . . . . . . . . . 34

3 Multi-Attribute Caching Strategy for Contnet-Centric Networking-
Design Details 37

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2 MACS Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2.1 Basic Mechanism . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 MACS Example Scenario . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4 MACS Design Details . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.2 Composite Cache Decision Score . . . . . . . . . . . . . . . . 42

3.4.3 Attributes of MACS Caching Scheme . . . . . . . . . . . . . 44

3.4.3.1 Hop Count/Distance . . . . . . . . . . . . . . . . . 44

3.4.3.2 Content Popularity . . . . . . . . . . . . . . . . . . 45

3.4.3.3 Degree of Node . . . . . . . . . . . . . . . . . . . . 46

3.4.3.4 Available Cache Space . . . . . . . . . . . . . . . . 47

3.4.4 Threshold Analysis . . . . . . . . . . . . . . . . . . . . . . . 47

3.4.5 Weight Assignment . . . . . . . . . . . . . . . . . . . . . . . 48

3.4.6 Content Freshness . . . . . . . . . . . . . . . . . . . . . . . 51

3.4.7 Cache Replacement . . . . . . . . . . . . . . . . . . . . . . . 53

3.4.8 Complexity Analysis of MACS . . . . . . . . . . . . . . . . . 54

3.4.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4 Simulation and Performance Evaluation 56

4.1 Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . 57

4.1.1 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . 57

4.1.1.1 Scenario 1 : Comparison Against Varying Content
Popularity Distribution on Tree Topology . . . . . 60

4.1.1.2 Scenario 2 : Comparison Against Cache to Popu-
lation Ratio on GEANT Topology . . . . . . . . . 61

4.1.1.3 Scenario 3: Stabilization Against Time on GEANT
Topology . . . . . . . . . . . . . . . . . . . . . . . 63

4.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5 Mobility-based Caching Strategy for Contnet-Centric Networking-
Design Details 67

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67



xiii

5.2 A Caching Strategy in CCN-MANET . . . . . . . . . . . . . . . . 70

5.2.1 Network Model . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2.2 Cache Node Selection . . . . . . . . . . . . . . . . . . . . . 71

5.2.2.1 Cache Placement Policy . . . . . . . . . . . . . . . 73

Node Centrality: . . . . . . . . . . . . . . . . . . . . . 74

Available Cache Space: . . . . . . . . . . . . . . . . . 75

Battery Energy Level: . . . . . . . . . . . . . . . . . . 76

5.2.3 Popularity and Freshness-driven Mobility Adaptive Cache
Relocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.2.3.1 Candidate Cache Node Selection . . . . . . . . . . 77

5.2.3.2 Data Selection for Relocation . . . . . . . . . . . . 78

5.2.4 Complexity Analysis of CSCM . . . . . . . . . . . . . . . . . 80

5.3 Simulation and Performance Evaluation . . . . . . . . . . . . . . . . 82

5.3.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . 82

5.3.1.1 Network Traffic . . . . . . . . . . . . . . . . . . . . 83

5.3.1.2 Average Hit Rate . . . . . . . . . . . . . . . . . . . 84

5.3.1.3 Retrieval Time . . . . . . . . . . . . . . . . . . . . 85

5.3.1.4 Relocation Frequency . . . . . . . . . . . . . . . . 86

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6 Conclusion and Future Work 89

Bibliography 92



List of Figures

1.1 Traffic growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Trends change from host-oriented communication to data-oriented
communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Network storage evolution . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Example of in-network caching . . . . . . . . . . . . . . . . . . . . . 4

2.1 In-network Caching Taxonomy . . . . . . . . . . . . . . . . . . . . . 12

2.2 Coordinated In-network Caching [35] . . . . . . . . . . . . . . . . . 15

2.3 Leave Copy Down [9] . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Randomly Copy One . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Leave Copy Everywhere [10] . . . . . . . . . . . . . . . . . . . . . . 21

2.6 Age-based Cooperative Cache Workflow [53] . . . . . . . . . . . . . 22

2.7 Copy with Probability [9] . . . . . . . . . . . . . . . . . . . . . . . 22

2.8 Most Popular Cached Scheme [54] . . . . . . . . . . . . . . . . . . . 23

2.9 Caching Framework based on Wireless ad hoc networks . . . . . . . 26

2.10 CCN-MANET Caching Taxonomy . . . . . . . . . . . . . . . . . . . 27

3.1 The comparison of CCN default strategy and proposed MACS strat-
egy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 MACS work flow example . . . . . . . . . . . . . . . . . . . . . . . 41

3.3 Operations of a CR in MACS strategy when receiving a content
Data and Interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.4 Hit ratio at different threshold values µ . . . . . . . . . . . . . . . . 48

3.5 A tree network scenario for weight adaptation at Node-9 and Node-
16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.6 Weights on two different nodes . . . . . . . . . . . . . . . . . . . . . 51

4.1 Simulation topologies . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Instantaneous behavior of the caching schemes for a Tree topology
with different Zipf α . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.3 Instantaneous behavior of the caching schemes for a real Geant
topology with different cache sizes . . . . . . . . . . . . . . . . . . 64

4.4 Instantaneous behavior of the caching schemes for a real Geant
topology with time . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.1 An example of candidate cache node selection . . . . . . . . . . . . 80

5.2 A flow diagram of Candidate Cache Node Selection . . . . . . . . . 81

xiv



xv

5.3 Comparison of network traffic . . . . . . . . . . . . . . . . . . . . . 84

5.4 Comparison of average hit rate . . . . . . . . . . . . . . . . . . . . 85

5.5 Comparison of retrieval time . . . . . . . . . . . . . . . . . . . . . 86

5.6 Comparison of relocation frequency varying transmission ranges be-
tween node pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87



List of Tables

2.1 CCN caching issues . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Comparison between explicit coordination-based schemes . . . . . . 16

2.3 Comparison between different implicit coordination-based scheme . 17

2.4 Comparison between different probabilistic caching schemes . . . . 24

2.5 The comparison of different cache placement policies . . . . . . . . 36

3.1 Weight adaptation at CR r . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Pseudocode of Weight adaptation . . . . . . . . . . . . . . . . . . . 50

3.3 Content-Freshness calculation at CR ‘r’ . . . . . . . . . . . . . . . 52

3.4 Pseudocode of Content-Freshness . . . . . . . . . . . . . . . . . . . 53

3.5 Pseudocode of Cache-Replacement at CR ‘r’ . . . . . . . . . . . . . 54

4.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.1 Interest/Data received at CR r . . . . . . . . . . . . . . . . . . . . 72

5.2 Pseudocode of Cache Placement . . . . . . . . . . . . . . . . . . . . 73

5.3 Candidate-Cache Node Selection at CR ‘r’ . . . . . . . . . . . . . . 78

5.4 Pseudocode of Candidate Cache Node Selection . . . . . . . . . . . 79

5.5 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . 83

xvi



Abbreviations

ICN Information-Centric Networking

CCN Content-Centric Networking

CDN Content Delivery Networks

MPC Popularity-Based Caching Strategy

LCE Leave Copy Everywhere

LCD Leave Copy Down

RCone Random Copy One

MCD Move Copy Down

xvii



Symbols

p Number of parameters

C Number of contents

R Number of routers

~(r) Hop count/distance

Ω(s,r) Distance or number of hops from the content provider s

to current content router r

Ω(k,s) Total distance or the number of hops from the client k

to content provider s

ρr(c) Content popularity

∂(r) Degree score of node r

d(r) Node Degree

dmax(s, k) Maximum degree from the content provider s to a client k

Acs(r) Available cache space at router r

CDScore(c) Composite cache decision score for content C at router r

wi Associated weight of parameter i

CR Content router

µ Threshold value

N(freshness) Current content freshness of attached to the upstream router

Current(time) Current time

∆w Change in weight

l Learning rate

η Momentum parameter

xviii



Chapter 1

Introduction

1.1 Background

During the past decade, user requirements and emerging applications have chal-

lenged the traditional communication mechanisms to a great deal. Besides, there

has been a tremendous growth in the number of users and applications [1], as shown

in Figure. 1.1. In most of the emerging applications such as content sharing and

video-on-demand etc. [2–4], users are more interested in acquiring a particular

content, rather than the location from where the content is coming, and most

of the time, are oblivious to the source identification as well. Figure. 1.2 shows

the trends that are changed from host-oriented communication to data-oriented

communication [1].

Indeed, in content sharing mechanisms, ‘what is exchanged’ is becoming more

important than ‘who is exchanging’ it. As a result, the focus of connectivity is

moving from interconnecting machines to interconnecting information. Content

distribution between two endpoints from content providers to consumers involves

many technologies e.g. Content Delivery Networks (CDN), Peer-to-peer (P2P)

Networks, etc. These technologies build an information-centric service model over

1
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Figure 1.1: Traffic growth

a network infrastructure which was intended to support host-to-host communica-

tions. This information-centric service model currently does not take full advan-

tage of resources along the path from consumer to provider. The premise is that

content delivery can be improved by including network storage. Network storage

is an opportunity to increase service availability and to reduce the network traffic

and server load. Figure. 1.3 illustrates how network storage has been evolved.

P2P and CDN are network caching solutions that have been deployed to over-

come the inherent limitations of the Internet in terms of user perceived Quality

of Service (QoS) when accessing Web content [5]. However, CDN may experience

sub-optimal performance due to 1) no control over the placement of the CDNs

server, 2) lack of communication among different CDN servers and 3) CDNs only

serve contents for a subset of applications due to the agreements with content

providers [6]. P2P systems receive a lot of inter-ISP (Internet Service Provider

inter-connections) traffic and are unstable in terms of content availability and

download performance. In order to overcome these limitations and to support con-

tent retrievals efficiently, content-oriented networking architecture was proposed

that is known as an Information-Centric Networking (i.e. ICN).

ICN is a communication paradigm where content names are disassociated from

host addresses and named data is exchanged rather than sending data packets
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Figure 1.2: Trends change from host-oriented communication to data-oriented
communication

Figure 1.3: Network storage evolution

from source to destination [7]. Therefore, users are interested in ‘what the con-

tent is’ rather ‘where the content is located’. The ICN paradigm exploits the

concept of in-network caching in order to expedite content distribution and im-

prove network resource utilization. As compared with web caching and CDN

caching, the ICN caching is transparent, ubiquitous and has a fine-granularity

[8, 9]. Examples of ICN architectures in the literature include Content-Centric

Networking(CCN)/NDN [10], Data-Oriented Network Architecture (DONA) [11],

Publish Subscribe Internet Routing Paradigm (PSIRP) [12] and the Network of

Information (NetInf) [13] etc.

Ubiquitous in-network caching of content is a focal point of CCN architecture.
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Figure 1.4: Example of in-network caching

CCN promises to solve many problems related to the traditional network architec-

ture as it provides a receiver-driven, secure and simplistic model while inherently

support multiple interfaces per node, and unicast, multicast and broadcast com-

munication modes. CCN provides transparent and ubiquitous in-network caching,

name-based routing [11] and content-level protection [14].

CCN utilizes the concept of in-network caching in order to enhance content avail-

ability in the network. As data packet traverses through the network, each content

router on the downloading path can potentially cache the content, as per the de-

fault cache policy of the architecture. A consumer broadcasts its interest packet

of content over all available connectivity in the network. Each node which receives

the interest packet checks in its local cache and if having the requested content is

found, then transmits the data packet to the consumer and does not forward the

request any further. If the receiving node has no such content, then it forwards

the request to the next content router hoping to find the content. The process of

in-network caching is presented in Figure. 1.4.

As per the default cache policy of CCN, each content router on the downloading

path can potentially cache the contents to answer future queries. This avoids the
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need to send future interest packets for the same content to the server, and thus

results in reducing delay and server load thereby increasing overall user Quality of

Experience (QoE). However, the default strategy is not resource-efficient as every

content has to be unnecessarily cached on each content router (CR) even if the

same content is available at the neighboring nodes in the vicinity.

There are some cache management challenges which are:

1. Where to save: Deciding on which routers on the path the content should be

saved for an increased performance is a challenging issue. In most cases, nodes

located at strategically important locations are selected to save a content to max-

imize reusability. Therefore Degree Centrality (DC)[15], Betweeness Centrality

(BC)[16] and Closeness Centrality (CC)[17] are popular techniques to determine

the feasibility of a node in terms of number of clients that it can serve.

2. What to save: What to save is also very important along with where to save.

However, what to save is very much related to the present traffic pattern in the

network. Saving a content near the region where it is most popular have the

potential to save network bandwidth and reduce end-to-end delay experienced by

the end users. Hence where to save and what to save are two most important

questions which every scheme is required to address.

3. How to manage resources: Intermediate routers have finite cache space and

may have high storage cost. Therefore, resource management is another challenge

issue. Resource utilization is one of the important performance parameters that is

use to evaluate in-network cache techniques. Along with avoiding congestion at a

node, it is also important to efficiently utilize collective resources within a region.

Therefore, most of the schemes try to reduce redundant copies of a content placed

within close vicinity.

4. How fresh the content is: For how much duration the content should be

stored is also very important e.g if we take the example of live cricket match

which is also stored on intermediate routers while it is streaming. It is possible

to receive maximum number of requests, but it will lose its popularity after a day
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or even after few hours. Hence, it also required to analyze changing user interest

over a period of time.

5. How to replace cache: This is another key problem. When cache is full, which

content should be replaced first?. This could be done in First-In First-Out (FIFO)

manner and it could be based on the freshness of the content.

6. How to adjust different content size: How to adjust variable content size

in cache is also important, because different traffic types have different content size.

Available node cache space and node positioning are the dependent parameters of

content size.

7. How to support mobility: The mobile environment is significantly different

from traditional client-server approach due to frequent disconnections and low

bandwidth. These factors increase delays in case when a mobile sends a request

for content and moves to a new location before receiving the content.

1.1.1 Possible Management Approaches

1. Cache every where: One primitive approach is to store everywhere on the path

which is the default cache policy of CCN [10]. The main limitation of this approach

is that it is not resource-efficient as every content have to be unnecessarily cached

on each content router.

2. Graph-based techniques: Global topology-based techniques consider network

related knowledge. Specifically taking into account the information regarding

the physical location of a node while taking cache decisions. In this category,

centrality-based caching algorithms are commonly employed, which include De-

gree Centrality (DC) [15], Betweeness Centrality (BC) [16] and Closeness Central-

ity (CC) [17]. Each of these algorithms is applied at each potential caching node

on receiving every new content. The main limitations of these techniques are that

they require complete knowledge about topology, i.e. the information about off

the path neighborhood of a node, which is computationally expensive.
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3. Per-node feasibility based on local characteristics: Storage space, willingness,

power consumption, and cost per storage are considered as the local attributes of

a node [18]. Although a node has high feasibility to store content, based on local

characteristics but saving may lead to inefficient utilization with reference to the

overall topology, e.g. distance from client.

4. Content prioritization: Saving every content is not wise decision so there is need

to prioritize contents based on attributes such as popularity of content. However,

content-based knowledge schemes consider content popularity independent of in-

formation related to network topology and local node characteristics. Hence, it

is possible that the content is ultimately stored at every node or the focal nodes

with the potential to serve a large number of clients are missing altogether.

Similarly, above techniques such as graph based techniques do not take advantage

of content knowledge (i.e. content’s popularity) for content caching. Therefore, it

is possible that selected node might get overloaded with less useful contents over

time.

1.2 Problem Statement

Intelligent cache placement involves many aspects, ranging from node’s local char-

acteristics to its positioning within the network. The importance or priority of each

attribute may differ from scenario to scenario. When we use any parameter, it

can appropriate in particular environments and may result in sub-optimal perfor-

mance when the environment is changed. Thus, there is a need for such a solution

in which no single attribute predominate and this solution is also dynamically

adjustable and adaptable as per the environment. The decision about content

placement is complex and a single attribute is not sufficient to take intelligent

content placement decisions. For this reason, there is a need for multi-dimension

analysis for taking intelligent content placement decisions.
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We realize that in-network cache management is a multi-attribute optimization

problem, which is accompanied with a dynamic weight adaptation mechanism

based on error-correction learning to define relative importance of each attribute

for an optimized combination. Secondly, in order to avoid single point of congestion

it is also very important to distribute the load. Taking multiple attributes have

the inherent advantage to distribute the load.

Moreover, cache management may become more challenging in CCN, especially,

when it is accompanied with mobility related issues. In dynamic environments,

mobile users experience long delay in communication because nodes may frequently

get disconnected from the rest of the network and requester cannot access data

from the data source. Therefore, ensuring data availability at the time of network

partitioning becomes a demanding task. Another issue of mobile ad-hoc networks

is about constraints on resources like bandwidth, cache resources, computational

resources and limited battery power. It is of great significance to optimize, what

contents to cache and where to cache by considering node mobility, content diver-

sity and content popularity. Popular contents have to be replicated in multiple

nodes and these contents should be relocated before network partitioning occurs.

1.3 Research Contribution

We propose a new multi-attribute caching scheme for CCN. The contributions in

this thesis are summarized below:

• We propose a Multi-Attribute Caching Strategy (MACS) for CCN that de-

termines suitable caching location along the content delivery paths while

taking into account multi-dimensional analysis. MACS makes independent

caching decisions at individual content routers. (Section- 3.2)

• To determine the relative importance of each attribute, a dynamic weight

adaptation mechanism is proposed based on error correction learning [19],

improving the scalability of MACS to add new parameters. (Section 3.4.5)
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• Instead of only using router and network related characteristics, MACS func-

tionality is further enhanced by considering a new dimension, that is content-

related characteristic, while determining the score to store a content at in-

network content router which shows significant improvement over previous

work. (Section-3.4.3.2)

• We define a new method to dynamically update freshness of a content. Fur-

thermore, we introduce a new cache replacement policy based on freshness

value of a cached content. (Section-3.4.6)

• A Caching Strategy in CCN-MANET (CSCM) is proposed that considers

the node’s centrality, energy level and storage capability. This scheme dy-

namically adapts the caching decision of each content.(Section-5.2)

• In order to improve data availability and efficient utilization of network re-

sources, this work design the popularity and freshness driven mobility adap-

tive cache relocation algorithm that relocates the replica if the old dominator

moves to another region.(Section-5.2.3)

1.4 Research Methodology

Our research methodology consists of the following steps:

• Extensive review of existing caching schemes.

• Design detail illustrated with the help of flow diagram.

• Functionality description of the proposed work with the help of example

scenarios.

• We use the open-source ndnSIM simulator [20] for evaluations.

• Performance is validated by running a number of simulations using different

seeds and results are averaged.
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1.5 Thesis Organization

The rest of the thesis is organized as follows: in Chapter 2, we present literature

review of related caching strategies. Chapter 3 describes design details and elab-

orates description on our proposed caching scheme. Evaluation of MACS, using

variety of scenarios, is explained in Chapter 4. Mobility-based caching strategy is

evaluated in Chapter 5 and its evaluation and simulation results are also presented

in Chapter 5. Conclusion and future work are presented in Chapter 6.



Chapter 2

Literature Review

2.1 Introduction

CCN architecture provides transparent and ubiquitous in-network caching. Afore-

mentioned features result in speed up of the content distribution and improve

network resource utilization. CCN cache introduces new features such as cache

transparency, cache ubiquity and fine-granularity of cache contents as compared to

the traditional cache systems [9]. In-network cache performance can be optimized

in a number of dimensions that are described in Table 2.1 [9].

Table 2.1: CCN caching issues

Dimensions Issues

Cache Size How big the cache space should be to be assigned to a node to

achieve a noticeable improvement in the performance?

Cache Sharing How effectively share limited resources between different types of traffic?

Cache Space Sharing Whether the sharing mechanism is fixed or dynamic?

Cache Content Decision Policy Which objects will be placed in which cache nodes?

Timing of cache decision Whether the cache decision is only made when a new object arrives

or at the time when the cache is replaced?

Correlation between cache decisions Whether cache decisions are made independently of each other or correlated?

11
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Figure 2.1: In-network Caching Taxonomy

The in-network caching strategies are proposed recently, that can be placed into

many well defined categories. In-network caching performance is assessed in [21–

28] using cascade or tree topologies. Moreover, D. Rossini et al. [29] and [30]

describes the in-network caching performance for arbitrary networks. However, in

this thesis we categorize the in-network cache schemes considering two perspectives

which are based on the type of information employed in taking storage decisions,

as shown in Figure. 2.1.

2.2 In-network Cache Schemes

2.2.1 Coordination-based Schemes

In coordination-based schemes, cache decisions are based on coordination among

nodes. This type of caching schemes emphasize on node coordination to reduce
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cache redundancy and improve the cache diversity [31], [32]. Moreover, it also

incurs control overhead over the network. Based on this overhead, we can further

divide these schemes into explicit cache coordination schemes and implicit cache

coordination schemes [9], which we explain in succeeding discussion.

2.2.1.1 Explicit Cache Coordination Schemes

Explicit cache coordination schemes, assume that every cache-router is equipped

with prerequisite information about network topology, cache’s state, user’s access

frequency. Therefore, these schemes are known to share large amount of infor-

mation within the network. Table. 2.2 summarizes the proposed explicit-cache

coordination schemes. Explicit cache coordination can be further categorized into

Path Coordination and Neighborhood Coordination.

Path Coordination Schemes In Path Coordination Schemes [33], [34], nodes

are selected to store a content based on coordination among all nodes present on

delivery path from content provider.

In Coordinated Enroute Web Caching (CERWC) [34], every node on the path

submit its candidature by embedding following information into request packet:

• State of cache at that node

• Access frequency of the requested object at that node

Hit node (i.e. node that contains the data) extracts all information from the

request packet, and selects an appropriate candidate on the path. Every node

on the delivery path examines the selected candidate node ID embedded in data

packet, and saves the content if it matches with its own ID.

A large number of on-path caching techniques utilize global knowledge about net-

work topology or information regarding physical location of a node while taking

cache decisions [15], [17]. We collectively call them as graph based techniques.
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These techniques use several metrics to measure the centrality of routers, includ-

ing Degree Centrality (DC) [15], Betweenness Centrality (BC) [16] and Closeness

Centrality (CC) [17]. Each of these algorithms is applied at each potential caching

node on receiving new content.

In Degree-based Centrality caching mechanism [15] the number of links of each

node is considered. Whereas Betweenness Centrality caching mechanism [15], [16]

considers the number of occurrences of each node in many delivery paths. If a

node has a high number of occurrences then this node is selected as a candidate

node for caching contents. In Closeness Centrality-based mechanism, each node

of the network calculates its shortest path distance to all other nodes and take the

inverse sum of all shorter distance values. If this value is minimum then the node

is more centralized. While, Degree-based Centrality algorithm selects those nodes

which have highest centrality value, whereas closeness Centrality-based algorithm

select those nodes which have lowest centrality value. Therefore, centrality-based

algorithms may select only a precise set of nodes, which under utilized the network

resources.

Moreover, a node’s high traffic position in the network is ignored which may result

in overloading that can cause high delays. Therefore, centrality-based algorithms

are not taking advantage of content knowledge (i.e. content’s popularity) for

content caching. In other words, the efficiency of graph-based algorithm is topo-

logically limited because it required topology manager that maintained centralized

information.

Neighborhood Coordination Schemes Instead of taking information about

all nodes within the path, in neighborhood coordination scheme, every node on

the path only decides on information about its vicinity.

Along the same lines, the author in [35] proposed the Cooperative In-Network

Caching (CINC) scheme based on a hash function, as shown in Figure. 2.2. This

scheme does not cache all contents at a single router rather it stores only some

contents of the stream. Every router is assigned a label which is a positive integer.
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When a content comes at the cache router, then it first calculates its hash value

to determine whether to store the content or not. It compares its calculated

hash value with its label, if it is equal then the content is stored in this router

otherwise the content is forwarded to the next router. Thus, it averts to store

the same content at every router. When the request of a content comes at the

router, then the hash value is calculated again to determine whether the content

is stored on this router or not. If hash value is same, it means the requested

content is available so the request for a content is not forwarded to the server,

rather directly satisfied by this router. If the request is not directly satisfied by

the router then this router forwards the request to its neighbors. Through this,

it prevents the same object to be cached at all neighbor nodes. In [36], intra-AS

Figure 2.2: Coordinated In-network Caching [35]

cache cooperation scheme is proposed that solves the redundant caching problem

by removing the duplicate content and improve the utilization of inadequate cache

resources. This scheme allows one hop neighbors in an AS to cooperatively serve

each others request. Periodically, neighboring nodes exchange the cache summary

and eliminates duplicate items from its cache space. As a result, significant amount

of cache space can be unconfined and it will be updated with fresh and popular

contents.

Wong et al. [37] proposed a neighborhood search mechanism in order to increase

the cache hit rate in coordinated caching networks. In this scheme, content re-

quests are forwarded to the neighbors in the network path. Moreover, on-path

routers maintain an available neighborhood routers mapping for efficient resource

detection. Some benefits of this approach include traffic efficiency, opportunistic
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Table 2.2: Comparison between explicit coordination-based schemes

Schemes Coordination Manner Parameters Cache Redundancy Knowledge basis

CERWC[34] Path Cache Low Content &

explicit gaining node-based

DC[15] Path Degree Depends on Topological

explicit centrality centrality centrality

BC[16][39] Path Betweenness Depends on Topological

explicit centrality betweenness

CC[17][39] Path Closeness Depends on Topological

explicit centrality closeness

CINC[35] Neighborhood Chunk Low Content

explicit identifier based

Intra-AS[36] Neighborhood No Low Content

explicit based

multi-source content retrieval and gradual deployment. Nevertheless, this scheme

cache the same contents on every router of that path, as a result, it does not

improve the hit rate. Additionally, in this neighborhood search mechanism, the

content router also saves the index values of other content routers that have the

content. Thus, these mechanisms entail additional cache space to store this infor-

mation. In [38], general idea of a neighborhood searching mechanism is improved

by introducing a new admission policy that increases the usage of storage space.

This cooperative cache scheme also proposes a new neighbor search algorithm that

stores neighborhood information using Bloom filters. Path and neighborhood co-

ordination schemes reduce cache redundancy to a great extent, but introduce high

computational complexity. Moreover, they require extensive information exchange

which may overburden the network with control traffic.

2.2.1.2 Implicit Cache Coordination Schemes

Implicit cache schemes do not assume prerequisite information, about the cache

network topology, to be available at every node. Instead they rely on only small
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Table 2.3: Comparison between different implicit coordination-based scheme

Schemes Coordination Manner Parameters Cache Redundancy Probability Value Cache Decision

LCE[43] No coordination No High Static value Independent

LCD[44] Implicit Popularity Medium Static value Independent

RCOne[40] Implicit Random decision Low Random value Independent

Prob[18] Implicit Popularity Depends on p Static value Independent

Opportunistic Implicit Popularity & distance Low Probability value Independent

On-Path

Caching for NDN[45]

ProbCache[46] Implicit Distance between Medium Probability value Independent

cached node

& requesting node

WAVE[47] Implicit File-level Low Static value Correlated

object popularity

information to be exchanged among cache-routers to make the final decision on

where to cache the content [40]. A number of implicit cache coordination schemes

have been proposed [40], [41], [18], [42]. Table. 2.3 summarizes the implicit-

cache coordination schemes. In following, we present a review of existing well

known implicit cache coordination schemes. In LCD caching scheme [44], a copy

of the requested content is always cached at the next downstream node, as shown

in Figure. 2.3. In this way, a content that receives a large number of requests

is gradually pulled down within the network. Apparently, this schemes favors

popular contents to be stored within the network, while less useful contents are

only saved at edge routers. Moreover popularity is decided in an indirect manner

based on increasing number of requests, which makes it computationally feasible.

In Random Copy One (ROne) cache scheme, requested content is stored randomly

Figure 2.3: Leave Copy Down [9]

at one node along the downloading path. This caching strategy has the equal

probability of caching contents at any node. Eum et al. [40] is an example of

unique cache, which is called Random Copy One (RCOne). This RCOne approach

equates the probability of caching at each node with p = 1/n (where n=number of
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intermediate nodes), shown in Figure. 2.4. RCOne provides the same probability

for both popular and unpopular contents, so it does not considers the content’s

popularity.

Figure 2.4: Randomly Copy One

In literature, Probabilistic Cache (ProbCache) scheme [18] is also proposed, in

which requested content is cached at every node with probability p. Probability p

is calculated at each node lying on the delivery path, according to the Equation 2.1.

In this scheme, cache probability of every node varies because cache probability

is inversely proportional to the distance from the requesting node. ProbCache is

based on TimesIn factor and the CacheWeight factor.

ProbCache =

∑x−(y−1)
i=1 Ni

Rc︸ ︷︷ ︸
TimeIn

× x

y︸︷︷︸
CacheWeight

(2.1)

According to the ProbCache scheme, TimeIn factor is considered as the number

of replicas of the content that a given delivery path has to cache. Where Ni is

the cache size along the path and Rc is the number of the content items that

processed on each node. Whereas, CacheWeight factor proceeds as a balancing

factor to this unfairness. CacheWeight is calculated as x
y

where x and y correspond

to the number of hops traveled from the requester to the content source and to the

number of hops traveled from the source towards to the requester, respectively.

However, the main purpose of ProbCache is to provide fairness to the available

capacity of the delivery path.

Consequently, if the distance between the node and requesting node is small then

the probability of content cache is high otherwise it has a low cache probability.

The advantage of this technique is that it caches the content at the network edge

with high probability which reduces the cache redundancy. Therefore, it reduce the
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cache redundancy and network traffic redundancy, but this technique introduces

high computational cost.

Xiaoyan, HU et al. [48] proposed a lightweight distributed and opportunistic on-

path caching scheme. In this caching scheme, each on-path router calculates the

probability of caching a content, which is based on content’s popularity and the

distance from the content server to the content client. In such a way, most popular

contents cached near clients routers that reduced the user’s requests traversing.

This on-path opportunistic caching scheme does not require any explicit statistics,

which are exchanged among routers. Therefore, it improves the effectiveness of

on-path caching and reduces the cache redundancy. [46] is another example of

probabilistic on-path caching, where on-path available storage space is allocated

according to the characteristic of traffic flow.

Kideok et al. [47] proposed a lightweight content caching scheme, called WAVE:

Popularity-based and Collaborative In-network caching for Content-Oriented Net-

works. In which, content is cached only on the basis of content popularity infor-

mation instead of network topology information. In this popularity based caching

approach, an upstream routing node explicitly prescribes the number of chunks to

be cached at its downstream node by marking each chunk. Consequently, as the

number of requests increases about a specific content, copy of the corresponding

content exponentially increases. In WAVE, when file is accessed first time, then,

according to the algorithm, the first chunk of the file is marked to be cached.

When the same file is accessed second time, then next two chunks will be marked.

In a similar way, file chunks to be marked increase exponentially as file access fre-

quency increases. On the other hand, low file access count will consume very few

network resources. Along the same line, Abani et al. [49] proposed popularity-

based caching scheme that progressively cache file chunks as the file gets more

popular.

In the aforementioned implicit caching techniques, a content is cached only at a

single node along the delivery path or a popular content is eventually, unnecessarily
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stored on most of the nodes within the network. Hence, these techniques can lead

towards high content redundancy or no caching at all.

2.2.2 Probabilistic Caching

In order to avoid coordination overhead while still making intelligent decisions re-

garding in-network caching and to improve end-user quality of experience– proba-

bilistic caching is introduced. In probabilistic cache schemes, every node indepen-

dently calculates its feasibility to store a content. To cache the content, decisions

are based on some probability value p. The probability p can be derived as a

static random value or may be calculated on the basis of some locally available

knowledge [50], [47], [51].

Probabilistic caching schemes can be further classified as random static probability

caching scheme and knowledge based probability cache schemes. We first describe

random static probability caching scheme.

2.2.2.1 Static Probability Cache

The static probabilities caching scheme does not consider any knowledge about

the content, just probability value p is statically set according to the standardized

value (i.e. p = 1, 1/2, 1/3, etc.) [50]. In this scheme, each node takes the caching

decision based on static probability value p and there is no coordination between

nodes.

In Leave Copy Everywhere (LCE) caching scheme, as data packet traverses through

the network, each content router on the downloading path can potentially cache

the content [10], which is default CCN caching policy, shown in Figure. 2.5.

This avoids the need to send back every new request for the same content to the

server, which helps in reducing the load over servers. Although it increases content

availability and quality-of-experience (QoE) to end user by reducing delays, the

approach is not resource-efficient.
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Figure 2.5: Leave Copy Everywhere [10]

Z. Ming et al. proposed an age-based cooperative cache scheme [52]. This cache

scheme is another type of LCE. However, it additionally attach an age to every

content, after which the content is automatically removed to free node cache. This

age is automatically calculated at every node between the subscriber and provider.

In this scheme, most popular contents are disseminated on the edge router while

the less popular contents are on the intermediate routes and so on. For the age

based cooperate cache, age is calculated on the basis of two parameters such as

distance and the popularity of the contents. If content has lager popularity and

have the longest distance from the server then the age is higher otherwise age is

shorter. Through this, most popular contents on edge router exist longer than

less popular contents on intermediate routers. Intermediate router removes the

contents when the age of the content is expired or cache is full. Figure. 2.6 shows

the work-flow of age-based cooperative caching. Clients and server are connected

by router R1 and R2. The server has two contents: c1 with high popularity and

c2 with low popularity. Client requests the content c1 and server serves the c1 and

then both routers R1, R2 cached the content (Figure. 2.6(b)). According to the

age-based cooperative cache scheme, router R2 assigns the less age as compared to

router R1 because, age is calculated on the basis of two parameters such as distance

and the popularity of the contents. After that, the content c1 expire at router R2

but still exist at the router R1 (Figure. 2.6 (c)). At the same time, if client request

the content c2 then content c2 is automatically cached at router R2 (Figure. 2.6

(d)). The governing principle behind this scheme is to spread popular contents to

the network edge and remove the unnecessary content replication on intermediate

routers. Therefore, this scheme reduces the network delay and publisher load. On

the other hand, there is no signaling messages between routers for the age of a

content and it introduces less computational overhead.
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Figure 2.6: Age-based Cooperative Cache Workflow [53]

2.2.2.2 Knowledge Based Probability Cache

In knowledge based probability cache scheme, cache decisions are based on some

probability value p, which can be calculated on the basis of some knowledge about

either the content or node position within network topology in terms of its degree

of connectivity. Probability cache is shown in Figure. 2.7. A number of knowledge-

Figure 2.7: Copy with Probability [9]

based probabilistic caching strategies are proposed in the literature that attempt

to reduce redundancy of cached copies [18, 46–48, 54–58]. Hence, knowledge-based

schemes intend to make careful decisions for intelligent utilization of constrained

network resource. These schemes can further be divided into following two cat-

egories based on kind of attributes employed in calculating the probability to

store the content such as: 1) Content-Based knowledge and 2) Topology-Based

knowledge. Content-Based knowledge technique considers information that is rel-

evant to content etc. (i.e. content’s popularity or freshness of the content etc.).

C. Bernardini et al. proposed a caching strategy called Most Popular Content

(MPC) [54], where only popular contents are stored which is shown in Figure. 2.8.
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Popularity of the content is measured through frequency of interest messages. For

the popularity measurement, every node counts incoming request messages for a

specific content and maintain a popularity table. When content requests reach

content popularity threshold, then it means it is popular and the nodes will cache

the popular content and send a suggestion message to its neighbors to cache this

content. This scheme reduces cache redundancy so as to save the resources of the

caches.

Figure 2.8: Most Popular Cached Scheme [54]

Guoyin et al. proposed an Optimal Cache Placement strategy [59] based on Con-

tent Popularity (OCPCP). OCPCP improves the cache hit and reduces redun-

dancy of the cache contents. Moreover, M. Bilal et al. proposed Conditional Leave

Cope Everywhere (CLCE) and Least Frequent Recently Used (LFRU) [39] that is

cache replication and eviction schemes for content-centric networks. This scheme

improves the utilization of cache space and reduces the redundant caching. [46] is

another example of probabilistic on-path caching, where on-path available storage

space is allocated according to the characteristic of traffic flow. Another study ex-

plores the potentials and limits of a probabilistic caching scheme in content-centric

networks [60].

Takahiro et al. proposed a selective caching scheme [61] that cache only those

contents which are frequently requested. This work utilizes the accumulated con-

tent request history on the content router to determine the chunk likely to be

used next. More particularly, each content router calculates the weighted average

using exponentially weighted moving average (EWMA) mechanism to determine

the updated content popularity. On every router, the content request history list



Literature Review 24

Table 2.4: Comparison between different probabilistic caching schemes

Schemes Coordination Manner Parameter Cache Redundancy Probability Value Knowledge Basis Parameter

LCE[43] No coordination No High Static value No No

LCD[44] Implicit Popularity Medium Static value Content Popularity

Age-based Implicit No Medium Static value Content & distance Popularity

Cooperative Caching

in CCN[53]

MPC[54] Implicit Popularity Depends on p Calculated value p Content Popularity

OCPCP[59] Implicit Popularity Depends on p Calculated value p Conetnt Popularity

LFRU[39] Implicit Popularity Depends on p Calculated value p Content Popularity

Selective Implicit Request History Depends on p Calculate value p Conetnt Request History

Caching

Scheme[61]

LeafPopDown[57] Implicit Popularity Depends on p Calculated value p Content Popularity

EEACC[58] Implicit Content Priority Depends on p Calculated Content Popularity

& Energy Efficiency value p Content & Node centrality

is maintained by using the following Equation. 2.2.

Ec = αRc + (1− α)Ec (2.2)

Where Ec is a request history list and Rc is the number of receiving requests

for the chunk c. The candidate router that receives the content, first checks the

request history list, then decides either to store the content or not. If the content

is exists in the candidate list, then it stores the content otherwise it just forwards

the received content.

Table. 2.4 shows the comparison of different probabilistic in-network caching

schemes indicated so far from several aspects such as coordination manners are

implicit or explicit, cache decision basis, the degree of resulting cache redundancy,

probability value of p and content & topological knowledge value.

We can see that aforementioned schemes focus only on content related attributes

or distance from content provider or the client on the downloading path. How-

ever, a router’s own characteristics in terms of available free space or degree of

attachment to other nodes within the network are ignored which may result in

degrading performance in different scenarios. Hence, we suggest the need to cal-

culate feasibility of a router to store a content, based on multiple parameters. The

proposed solution is equipped with the ability to dynamically learn network and
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content related characteristics to better utilize available resources which makes it

suitable for diverse environments.

2.3 Mobility and Cache Management in CCN

In this section, we present a background and related work of Information-Centric

caching in Wireless ad-hoc network. Figure. 2.9 illustrates the caching frame-

work based on Mobile ad-hoc networks, in which requested data is retrieved in a

multiple-hop fashion.

2.3.1 Caching in Mobile Ad-hoc Networks

Dynamic topology, characterized by short-lived contacts, is one of the crucial com-

ponents of wireless networks. CCN for wireless ad-hoc networks is introduced to

improve the network performance and to reduce the impact of dynamic topology.

Due to the mobility of mobile nodes, partitions in the network happen due to

which the requester may not be able to access data item from the data source.

In this case caching can help to improve the accessibility and availability of data

items. The default CCN architecture does not make specific assumptions on cache

decision, however, the related literature has typically considered that all nodes

may cache all new contents that increase the data accessibility, decrease the re-

trieval latency and low the redundant requests. However, the resource inefficiency

of the above mentioned approach makes it unstable to be used in MANET. In

MANET, data caching strategies is extensively used to cope up with the resource

constraints and plays a significant role in improving the accessibility of data con-

tents. There is a threat in wireless environment that indiscriminate caching may

waste network bandwidth and device energy as the result of multiple transmis-

sions of cached contents from many nodes. However, the issue of efficient caching

in wireless networks is closely related to the content cache placement and dis-

tribution in CCN [62]. The main factors that affects the performance of mobile
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content cache placement policies are as caching redundancy, policy complexity,

content popularity, content granularity, mobility of caching networks and whether

caching nodes cooperate with each other or not etc., due to the mobility of users

and constrained transmission bandwidth in MANET [63].

Transmission Range

Caching

Figure 2.9: Caching Framework based on Wireless ad hoc networks

Number of cache placement policies are proposed in CCN-MANET that can be

placed into many well-defined categories, as shown in Figure. 2.10, such as, 1)

Genral Caching, 2) Cooperative Caching, and 3) Mobility-Aware Caching.

2.3.1.1 General Caching Techniques

General caching techniques are distributed to place the cache, there is no coordi-

nation among nodes and an independent caching decision is based on some param-

eters or criteria. These strategies are also further classified and this classification

is based on the amount of knowledge they require to compute the caching deci-

sion, that are 1) Simple Caching, 2) Location-aware Caching, and 3) Probabilistic

Caching.

Yuguang et al. examined the impact of a caching strategy on the named data

delivery in MANET [62]. In this caching strategy, some nodes are selected (i.e.
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Figure 2.10: CCN-MANET Caching Taxonomy

based on data interval parameter that is use in Data packet) to cache the content

along the downloading path that reduces the overhead and the data redundancy

in NDNs. Therefore, this strategy is easy and low cost.

However, location-aware caching schemes take into account the location informa-

tion about consumer and provider nodes while sending Interest and Data packets.

In [64], strategic content placement problem is highlighted in a dynamic MANET.

The proposed on-demand location-aware forwarding and caching scheme considers

the distance and remaining energy for caching decision. LACMA [65] is another

example of location-aware caching approach, where bind data to geographic loca-

tion. Location-Aided Content Management Architecture (LACMA) based on the

location information that tries to keep a content copy within a specified geographic

boundary by proactively replicating the content as necessary.

The author proposed a novel probabilistic CAching STrategy (pCASTING) in a

wireless NDN-IoT network [66]. This scheme relies on the freshness of data and on

potentially constrained capabilities of devices. It dynamically adapts the caching

probability at each node. Author calculates the caching probability by considering
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content parameters and device parameters such as freshness of data, battery energy

level and the cache occupancy of the node. In order to select where to cache, in

traditional caching techniques, especially, strategic content placement approaches

are considered to favor less space utilization. Furthermore, the author proposed

less space still faster (LF) caching strategy [67], where caching decision is based

on the popularity of data content, available storage space in the node and the

distance of the node from the data source. Therefore, in LF just some nodes are

selected for cache popular data along the forwarding path, cache node selection

criteria is based on computed caching value V i using the following formula.

V i = γ(αh+ βBp) (2.3)

Where α is its weight coefficient, h is the hop count of the interest packet, β is its

weight coefficient, p is the popularity and B is the base (2 is used) argument of

the popularity.

2.3.1.2 Cooperative Caching

Cooperative caching for mobile ad-hoc networks has also been studied widely in

recent years [68], [69], [70] which allows sharing and coordination among multiple

caching nodes. There are two cooperative caching techniques in MANET such as

Push and Pull based scheme, and Zone based cooperative caching scheme [71].

Push and Pull Based Caching Scheme: In the push-based caching scheme,

a node actively advertises its newly cached data information to its neighboring

nodes and these neighboring nodes will record the caching information upon re-

ceiving an advertisement. These nodes use this information to redirect the up-

coming number of requests for the same content. So, the scheme enhances the

usefulness of the cached content. But in case, if there are no requests arises for

the cached content from its neighboring nodes then the advertisement of cached

content is useless. However, the cost of this scheme is communication overhead
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due to advertisements. Additionally, the cached information may become obso-

lete due to node mobility or cache replacement. Pull-based scheme may overcome

this problem. In the pull-based caching scheme, a node will broadcast a content

request to its neighboring nodes when the local cache miss occurs and it wants to

access the content. In response, a node that has the requested content in its cache

will send the copy of the data to the requesting node. So, the pull-base scheme

allows the nodes to utilize the latest cache contents.

Pull-based caching scheme can be further categorized into General Caching, Clus-

ter Based Caching and Social Based Caching.

General Caching:

Broadcast-based Neighborhood Cooperative caching (BNC) strategy was proposed

for content-centric ad-hoc networks [69]. In BNC, each node used topology poten-

tial method to select a Cache Node (CN) among its adjacent nodes, which indicates

the importance of a node in the network. BNC technique achieves neighborhood

cooperative caching by using the advantages of the broadcast feature of wireless

channel. The results showed that BNC can be a better utilization of network cache

space.

A hierarchical cooperative caching scheme is proposed for mobile nodes [72], in

which buffer space of mobile node is divided into three key components: self,

friends, and strangers. The mobile node caches the most frequently access data

items in its self-caching part. The mobile nodes with higher contact frequency

are considered as friends to the cache node. In friend’s part, the friend’s most

frequently accessed data item is cached. Moreover, mobile node randomly caches

the remaining data items in the stranger’s part.

Cluster Based Caching:

Cooperative caching schemes consider content popularity to keep more popular

contents in caches. A novel cooperative caching scheme CCMANET was pro-

posed [73]. This scheme is based on generalized dominating set and local content
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popularity where generalized dominating set is used to construct a virtual back-

bone in CCMANET and divide the arbitrary topology into a two-level hierarchy

architecture. Another scheme that is collaborative cache placement scheme was

designed between these two-level hierarchies. Author also defined the method of

local content popularity computing and cache placement scheme that is based on

local content popularity. However, this paper mainly focused on how to improve

the performance of caching by selecting the appropriate nodes and it introduces

high complexity in a huge network.

Social-Aware Caching:

To overcome the constraints of content-centric dissemination, research community

proposed some new solutions that are based on social characteristics of user’s

behaviors.

Researchers have proposed social caches that share information within a social

environment [74]. A social cache is a logical collective view of individual node

that caches contents that are useful to the members of its social community. So-

cial community spends significant time together, meet more frequently and to be

willing to cooperate with each other. By analysis such social relations or mobility

patterns, nodes can be identified that are more suitable for caching content. The

proposed protocols of social-aware dissemination are based on all these aspects

and therefore enhance the performance of content dissemination.

Recent studies about socially aware data distribution fall into two categories [75]

1) based on solicitation and cache, from node’s point of view 2) based on for-

warding, from the content perspective. In solicitation and cache based category,

a node can cache uninterested data items for other nodes to improve the content

distribution efficiency. However, the cache size of the mobile node is limited, so it

is impractical to cache all encountered contents. Frequent buffer replacement will

induce significant power consumption and decrease the efficiency of the network.

Hence, according to local and/or global environments, soliciting and caching the

appropriate set of contents for future dissemination is an effective way to reduce

energy consumption and to improve the efficiency of data distribution. The second
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one is based on forwarding, from the content perspective. In social communities,

people share common interests for specific content and their social activities facil-

itate information sharing and communications among them. For successful data

dissemination, it is mandatory to search the proper forwarder that can disseminate

the content to the destination community as fast as possible.

The author proposed and evaluate ContentPlace scheme [76], that exploits dynam-

ically learn information about user’s social relationships to decide where to place

data objects. This scheme considers five policies to evaluate the social weight such

as most frequently visited (MFV), most likely next (MLN), future (F), present

(P), and uniform social (US). ContentPlace does not need any overlay infrastruc-

ture but it utilize the same community detection mechanisms as in [77]. Basically,

nodes independently decide which data objects should be cached, based on as-

signed each data object a utility value. This utility values is defined by the size of

the content, the probability that the content is available and the probability that

the node can get access to that content. Therefore, nodes exchange their summery

vector when they come into contact. Summery vector contains the lists of items

in one anther’s cache and then the items to be stored are selected among these

listed items. In ContentPlace, the selection of contents to be cached is based on

the maximum value of local utility of its cache by solving the multi-constrained

0-1 knapsack problem. In the same spirit, the author presents a routing proto-

col for publish-subscribe that relies on prediction of node popularity for taking

caching decisions [73]. Those nodes are preferred as content carriers that have

higher importance in the community. Social aware dissemination techniques do

not rely on underlying contact or content popularity rather they directly get this

information through online estimation process (as in ContentPlace). This implies

that social-aware content dissemination strategies are expected to be resilient to

mobility and content popularity changes. A major drawback of this type of dis-

semination techniques is the overhead that is created by the process of collecting

and managing the information.

Recently research community focuses on the social aspect of caching in CCN [78],
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[79], [80] and indicates that these social aspects critically affect on content ac-

cess patterns. The users in the same social community might be interested in the

same content. Therefore, the contents proactively pushed to the cache of user’s

immediate neighbors. These immediate neighbors are may be 1-hop neighbors

or a specific ratio of common content items with the user [79]. Bernardini et al.

proposed a social based caching strategy for CCN [78]. Socially-Aware Caching

Strategy (SACS) gives priority to content issued by influential users and proac-

tively caching the content they produce. Influential users are evaluated by using

Eigenvector [81] and PageRank[82] centrality measures. This caching strategy

understands how users interact and react accordingly.

In [80], proposed a caching strategy that is called a Socially-aware NodeRank-

based Caching Strategy (SNCS). SNCS designed a ranking algorithm for nodes

and Key nodes which are selected according to their ranking scores in CCN. The

ranking score is derived from user’s social behaviors with physical information and

choose the highest ranking node to cache copies of each sociAS along the request

path. Hence, key nodes will proactively disseminate popular contents to consumers

and alleviate server’s pressure.

The social-aware techniques for CCN are defined for static networks that are not

suitable for MANET or opportunistic scenarios [78], [80]. Moualla et al. pre-

sented a push-based proactive content replication strategy which takes advantage

of the caching and mobile content-centric ad-hoc networking capabilities of user

devices [79]. In this approach, distributed mechanism is designed to estimate the

social distance between users and to find the popularity of content items. Bloom

Filters are used as summaries of user caches and then define the socially aware

per-fetching scheme that exploits information of user cache contents, instead of

external information such as data from user past encounters, activities in existing

social networks etc., here users proactively push popular content to the caches of

their peers.
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Moreover, another study Socially Aware Vehicular Information-Centric Network-

ing model (SAVING) capturing the research community interest towards an appli-

cation of combining socially aware content distribution scheme with the information-

centric networking paradigm [83]. Mobile nodes such as vehicles often move to

places where they can establish communications and SAVING integrated three

classes such as Computing, Caching and Communications (3Cs) to enhance data

dissemination in a content-centric mobile network. In computing class, a mobile

node exploits social information to compute its eligibility to be selected as a po-

tential candidate in order to cache content data. To relay and retrieve cached

content in the network, SAVING incorporates the ranking system that comprising

three novel centrality schemes such as InfoRank [84], CarRank [85], and Grank

[86]. InfoRank system classify different cached content and this classification is

based on its availability popularity and timeliness with respect to the user inter-

est. After that, the vehicle independently computes its relative importance in the

network using CarRank and Grank system. The caching class involves different

cooperative caching schemes where identified important node efficiently caches the

content based on the content popularity and availability in the network. Commu-

nication class incorporates a socially-aware content distribution protocols, where

cached content is retrieved from the important information node in the network.

Zone Based Cooperative Caching Scheme One hop neighbors of a client

node are included in a cooperative zone cache [87], so in this case the cost of

communication is low in terms of message exchange and energy consumption. In

this scheme, client node shared its cache data with its one hop neighboring nodes.

Cache discovery is a problem in cooperative zone cache, when a node initiated a

request for a content, first, it look-up content in local cache if it is miss then the

node check the data in its neighboring node’s cache within its home zone. When

neighboring node receives the request and cache hit occur, it will send the copy

of the requested cached data to the requester. If the zone cache miss occur then

the request is forwarded to the neighbor node along the routing path. If the data
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is not found in the neighboring zone, then the request is forwarded to the data

server and it sends back the requested data.

Le et al. proposed a social-based cooperative caching scheme [88]. The main idea

of this scheme is to dynamically cache popular content data at cluster head nodes.

These are popular nodes along the common request forwarding paths that have

the highest social level in the network. In this scheme, neighbors of downstream

nodes may also be involved for caching due to limited caching space of buffers in

the mobile nodes. If the cache of downstream nodes is full then some existing data

is moved to its neighboring nodes to accommodate new data. Furthermore, author

describes the dynamic cache replacement policy based on the content popularity

that considers both the frequency and freshness of data access.

Another cooperative caching cached data on Network Central Locations (NCLs)

nodes [89]. The selection of NCL is based on data type. The coordination be-

tween caching node aims to optimize the trade off between data accessibility and

caching overhead. The proposed strategy tries to overcome the problem of data

transmission rate and the disruptions.

The cooperative caching is helpful to solve the use of network bandwidth and query

delay to retrieve the data from the server and reduced the energy consumption.

2.3.1.3 Mobility-Aware Caching

In literature, some studies consider mobility issues which have been studied in the

area of CCN-MANET [90].

Wei et al. proposed a Mobility and Popularity-based Caching Strategy (MPCS)

for CCN [90]. MPCS aims to increase the cache hit rate when people are moving

from one WiFi hotspot to another. In this scheme, there are two caching strategies

that are defined as MOC(Mobility-Oblivious Caching) and MAC(Mobility-Aware

Caching) by using the advantage of user mobility pattern and content popularity.

In MOC, popular contents are stored locally at any site to obtain an optimized



Literature Review 35

cache hit rate, whereas, in MAC, cached contents are selected from the popularity

rank list by considering both the popularity rank list and the site transition matrix.

In [91], proposed a Popularity-driven Caching and Mobility adaptive query Search-

ing (PCMS) scheme to overcome the constraints such as reducing the data access

time, energy cost, and overhead. There are three components in PCMS such as

Cache Node selection for popular data and data size driven replacement algo-

rithm and mobility adaptive searching for cache data. In Cache Node selection

algorithm, a node is selected as a Cache Node that forwards several requests to

different destinations for the same data. This technique extracts the data popu-

larity from the routing information. PCMS uses the data popularity and data size

information while taking cache decisions and removes the unpopular data from the

cache for effective usage of the cache memory of the node. Whereas in mobility

adaptive searching for cache data, a mobile node receives a request from other

mobile node and search an item in its Query Directory (QD) and redirects the

request to the concerned Caching Node. Query Directory (QD) information is

updated by adhering to the mobility prediction scheme.

In the following table we differentiate among different schemes based on features

such as performance metrics, content granularity, replacement, advantages and

cooperation among cache-enabled network elements. Table. 2.5 illustrates the

comparison of different cache placement policies.

None of the above schemes take into account the availability of data at the point

of network partitioning that is an important factor in MANET. Particularly, when

mobile nodes move and often network partitioning occurs and data in two separate

networks to become unreachable to each other. On the other hand, constraints

on resources like bandwidth, cache, computational resources and limited battery

power in mobile ad-hoc networks, it is a great significance to optimize what con-

tents to cache and where to cache considering node mobility, content diversity and

content popularity in order to achieve ideal performances.

To address these issue, in advance popular data have to be relocated in multi-

ple nodes before network partitioning occurs. However, the proposed strategy is
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Table 2.5: The comparison of different cache placement policies

Policy Type Parameters Performance
Metric

Cooperative Replacement Content
Granular-
ity

Problem Contribution

A Caching
Strategy in
Mobile Ad
Hoc Named
Data Network

Data Inter-
val

Average Query
Delay, Av-
erage Path
length, Cache
Hit Ratio,
Overhead

No LFU Content
Level

CCN used in
MANETs, will
render the network
with too many
duplicate contents

The redundancy
of contents in
MANET is reduce

Location-
Aware For-
warding and
Caching in
CCN-Based
Mobile Ad Hoc
Networks

Distance
Energy

Content re-
trieval time,
interest re-
transmission

No LRU Content
Level

Due to the broad-
cast nature of the
wireless channel,
various issues such
as packet flooding,
data redundancy,
packet collisions,
and retransmissions
etc.

Reduce data re-
dundancy & delay,
avoid packet flood-
ing

Location-
Aided Content
Management
Architec-
ture(LACMA)

Location
information
& Content
popularity

Reducing
number of
hop counts &
query traffic

No Not define Content level Content placement
optimization prob-
lem

Define location
based cache place-
ment strategy

pCASTING Freshness
of data,
energy level
and storage
capacity

Cache hit
ratio, Con-
sumers’ re-
ceived data
pkts, Data re-
trieval delay[s]

No LRU Content
Level

IoT devices can
be resource-
constrained, with
limitations in terms
of energy, storage
and processing
capabilities.

Design a caching
strategy specifi-
cally tailored to
wireless multi-hop
information-centric
loT systems, Re-
duce the energy
consumption and
delays

LF: A Caching
Strategy for
Named Data
Mobile Ad-
Hoc Networks

Distance,
available
space,
Popularity

Response time,
network traffic,
and cache hit
ratio

No LRU Content
Level

Storage space of
nodes in a MANET
is limited, the on-
path caching strat-
egy of NDN must
be modified

Define less space
still faster (LF)
caching strategy,
Reduce over-
head and improve
caching efficiency

A Novel
Coopera-
tive Caching
Scheme for
Content Cen-
tric Mobile Ad
Hoc Networks
(CCMANET)

Content
popularity

Path stretch
and server
load, and hit
ratio

Yes Cache re-
placement
scheme

Chunk Level Caching scheme
in CCMANET
has not been well
explored

Reduces both path
stretch value and
server load, & im-
proves the hit ratio

Broadcast
based neigh-
borhood
cooperative
caching (BNC)

Topology
potential

Content re-
trieval latency,
hit ratio

Yes LRU To improve
the caching
gain in CCN
for MANET

Content Level Better utilization
of network cache
space

Interest-based
cooperative
caching in
multi-hop
wireless net-
works

Social-
distance
user inter-
est

Cache hit
probability
and access
delays

Yes LRU Content
Level

Content placement
problem

Improve caching ef-
ficiency

based on relocation model in CCN-MANET that relies on node’s current status

and node’s centrality in the network. Moreover, we consider content placement

optimization problem in wireless environment.



Chapter 3

Multi-Attribute Caching Strategy

for Contnet-Centric Networking-

Design Details

3.1 Introduction

CCN utilizes the concept of in-network caching in order to enhance the availability

of content in the network. As data packet traverses through the network, each con-

tent router on the downloading path can potentially cache the content, as per the

default cache policy of the architecture. While the idea helps in increasing content

availability and quality-of-experience (QoE) to end user by reducing delay, and re-

duces load over servers, the approach is not resource-efficient as it introduces high

cache redundancy, i.e. cached the content unnecessarily at multiple neighboring

nodes. Hence, there is a need to devise efficient caching mechanisms that allows

maximum availability of content while consuming minimum possible resources.

In order to address the problem of efficient content utilization, some approaches

emphasize on node coordination to reduce this cache redundancy and improve

cache diversity [14], [21], [22], [23], [50], [25]. There have been many studies

targeting implicit in-network caching [52], [54] and explicit in-network caching

37
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schemes [34], [35]. In explicit cache coordination schemes, every cache-router

requires pre-information about cache’s state, user’s access frequency and exchange

a lot of information. Therefore, explicit caching schemes reduce cache redundancy

to a great extent [36] but introduce high computational complexity [35]. Moreover,

they require extensive information exchange which may overburden the network

with control traffic. While in implicit cache coordination schemes, every content-

router does not require pre-information and exchanges only small information with

other content-routers. Hence, these techniques can lead towards high content

redundancy or may lead to underutilized available space.

However, we argue that all these in-network caching strategies are not optimized

because they are formulated only on a single parameter. The performance of

implicit cache coordination schemes can be improved if we design caching strategies

based on multiple parameters. The decision about content placement is complex

and a single attribute is not sufficient for taking intelligent content placement

decisions. For this reason, there is a need to select multi-dimensional attributes for

taking intelligent content placement decisions. With this in mind, in this chapter,

we present a caching scheme, called Multi-Attribute Caching Strategy (MACS) for

Content-Centric Networks that is based on using multiple attributes instead of a

single attribute. MACS calculates the caching probability by considering content’s

relevant parameters and network’s relevant parameters. The scheme promises to

overcome inefficient cache utilization by intelligently selecting caching locations

along the content delivery paths.

3.2 MACS Overview

As per default cache policy of CCN, each content router on the downloading

path can potentially cache the contents to answer future queries as can be seen

in Figure. 3.1(a). However, MACS is based on the principle that using more

knowledge about a number of parameters (content and network specific) can help

us to improve cache utilization within the network.
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     Server

      Client-1

(a) Basic CCN Cache Strategy: Copy the con-
tent at each CR along the downloading path

     Server

      Client-1

(b) MACS Cache Strategy: Copy the content
at subset of CR along the downloading path

Figure 3.1: The comparison of CCN default strategy and proposed MACS
strategy.

Efficient selection of a content router (CR) to cache content along the downloading

path helps in improving performance of CCN by keeping content redundancy to a

lower level in the network, as shown in Figure. 3.1(b), while offering an acceptable

QoE to the user at the same time.

MACS not only takes decisions about storing a content into cache, it also assigns

a freshness value to every stored content, which results in automatically removing

an expired content to free-up space at a router. With MACS, content freshness is

updated on every successful look-up for a stored content and the content is removed

from the cache when its freshness expires. This dynamic adaptation of freshness

value is dependent on user’s requests for the content, and act as a filter to determine

the popularity of the stored content. As a result, our scheme keeps the content

closer to the region where it is more requested (popular) for longer duration.

Furthermore, less popular contents are eventually removed from the cache over a

period of time. MACS also introduces a replacement mechanism (Section 3.4.7)

to improve cache management, which eventually amplifies the overall network

performance.
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3.2.1 Basic Mechanism

MACS is based on the principle that using more knowledge about a number of net-

work parameters (content-specific and content-independent) can help us improve

cache utilization of content routers while providing acceptable performance to end

users. Choosing efficiently which content routers along a downloading path should

cache content, can help improve performance of CCN by keeping content redun-

dancy to a lower level in the network. MACS not only includes making decision

about at which CR a particular content should be stored, but it also computes

and utilizes the content lifetime at each CR that stores the content. For mak-

ing decision to store a content, we use content popularity, degree of CR, storage

space and distance from the consumer node. This way, content will be store when

following conditions are met:

• Content is most popular

• Node degree is more than two

• Hope count is smaller (or closer to the requesting client)

• Maximum storage space

3.3 MACS Example Scenario

In Figure. 3.2, we present an example to explain the work-flow of content caching

in MACS, as a result of a sequence of content requests from clients, while a repos-

itory server is accessible to the client via a network of CRs.

Initially, all CRs between clients and server have no cached content. At time t0,

client A sends an Interest packet for content C, to the server as shown in Figure.

3.2. In response, the server sends the Data packet to A. On the downloading

path, each CR calculates its feasibility to store an incoming content and eventually

decides whether to cache the Data packet or not.
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Figure 3.2: MACS work flow example

When receiving the Data packet, CR1 calculates its cache decision score value

and compare it with a threshold. If calculated value is less than the threshold, it

forwards the Data packet to the next downstream router without caching. Subse-

quently, CR2 receives the content, repeats the process, and caches the Data packet

if its calculated value is greater than the threshold, while assigning a freshness value

to the content. This process is repeated at each CR along the downloading path

until content arrives at A. At this moment, CR2 and CR7 are only two content-

routers that hold the content C because these content-routers have the high cache

decision values as compared to other content-routers along the path. Clearly, by

caching content on a subset of CR along the path, our proposed MACS scheme is

saving network resources such as storage space, number of caching operations and

bandwidth as compared to the default CCN caching scheme.

Subsequently, at time t8, client B sends an Interest for the same content C, which is

served at CR2, and as a result, CR2 also updates the freshness value of the content.

This process helps to dynamically determine the popularity of the content within

the region around this router.
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3.4 MACS Design Details

3.4.1 System Model

We consider a network consisting of R cache-capable routers. We have C =

{1, 2, ..., ., Cn} content items that can be requested by K users. Following the

convention in the literature, we assume that content units are of the same size be-

cause of slot size and each cache slot in a cache store can accommodate one content

unit at any given time [20]. Let S be the number of content servers. We denote

X = {x1, x2, ...., ...., xp} the input parameters in the system and relevant impor-

tance of each parameter is determined through weights W = {w1, w2, ..., ...wp}.

In MACS, every node independently calculates the CDScore(c) to store a content.

Therefore, we can safely say that MACS supports content level cache. However,

the design can be easily extended for chunk level cache where each chunk of a

given content is required to be independently stored at a router.

MACS flow model is described in Figure. 3.3. In the following subsections, we

explain each component in detail.

3.4.2 Composite Cache Decision Score

In MAC, every downstream content router r∈ R (where R is the number of

routers in the network), individually calculates its composite cache’s decision score

(CDScore(c)) to store an incoming content. The content is cached only if the cal-

culated score is above than a defined threshold value µ. Otherwise, the content is

forwarded to the next downstream router without caching it. Now, the composite

cache’s decision score (CDScore(c)) at content router r can be calculated as:

CDScore(c) =

 1 if CDScore(c) ≥ µ

0 Otherwise
(3.1)
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Figure 3.3: Operations of a CR in MACS strategy when receiving a content
Data and Interest

Composite cache decision score is calculated keeping in view a number of param-

eters which are related to (1) topological characteristics, and (2) content-specific

attributes. Some of the most relevant topological parameters used in literature are

(1) degree of node [15], (2) distance/hop count [92], (3) available cache space [15],

[93], (4) cache size [15], [94], [36]and (5) network size [95]. These are examples of

content parametes (1) content size [96], (2) content popularity [48].

The generalized formula to calculate the composite score with MAC while consid-

ering multiple dimensions is as follows:

CDScore(c) =

p∑
i=1

(wi × xi) (3.2)
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The individual score of each parameter is combined in the composite decision score

for maximizing the content storing feasibility of a router.

The relevant importance of each parameter is determined through weights w, which

are used to optimize the content cache decision. The sum of all weights used for

different parameters is always equal to one as presented in Equation. (5.3).

p∑
i=1

wi = 1 (3.3)

3.4.3 Attributes of MACS Caching Scheme

While the MACS does not rely on specific parameters to function, in the follow-

ing, we present parameters with justification which we consider to calculate the

composite cache decision score. Although, the list of parameters that can be taken

is large. However, in order to combine metrics of variable domains (discussed in

chapter 2), we considered key parameters related to content, network topology, and

router’s local characteristics. In following, a detailed discussion on the importance

and calculation of selected parameters is presented.

3.4.3.1 Hop Count/Distance

Storing multiple copies of content at all neighboring nodes adds unnecessary re-

dundancy into the network that affects the network performance. Therefore, there

is a need to store contents at such places that are at a larger distance from the

server or content provider. Subsequently, for cache placement decisions, we con-

sider the distance in terms of number of intermediate hops between the current

content provider and the decision-making CR on the returning path.

The distance score ~(r) of every content router r∈R on returning path is computed

as follows:

~(r) =
Ω(s,r)

Ω(k,s)

(3.4)
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Where Ω(s,r) is number of hops from the content provider s (i.e. the server) to

current content router r. To obtain the distance from the server to the current

content router, a hop-count field is added to the Data packet. The value of the hop-

count field is increased by one each time the packet is forwarded to a downstream

router. Ω(k,s) is the total number of hops from the client k to content provider s

(i.e. the server).

3.4.3.2 Content Popularity

Storing popular data at a CR has certain merits in increasing the re-usability of

content in terms of a number of hits– within any given region. Inevitably, many

techniques (e.g. [44], [52], [59], [93], [97], [98]) consider content popularity as a

prime parameter to take cache decisions. If we consider only the strategic location

of a CR for caching, there are chances that the cache is filled with less popular

contents (i.e. data which is not frequently requested). Therefore, MACS considers

content popularity along with other router and network characteristics, which gives

preference to frequently requested data over less popular contents while competing

for cache. What distinguish our approach in considering content popularity over

other techniques is that, in MACS we do not maintain any separate data structure

to calculate request count etc.

Moreover, an initial freshness value β is assigned to a stored content and content

freshness is updated on every cache hit, the content is removed from the cache

after expiry. We defer the discussion on how content freshness is maintained in

MACS, Section 3.4.6. However, it is pertinent to mention that in MACS, on every

successful lookup, the corresponding CR attaches the freshness value of the content

into Data header before forwarding to the downstream router.

Assume N(freshness) (i.e. in terms of time) is the new freshness assigned on success-

ful look-up at the upstream router, and Current(time) is the current time. In this

way, the updated duration value χ is extracted and as it can be seen in Equation.

3.5 that a high value results in larger popularity value of the content. Let β as
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default initial freshness value assigned to every newly inserted content as defined

in Section 3.4.6 at each node. Then updated duration value χ is derived as follows:

χ = N(freshness) − Current(time) (3.5)

Next, we calculate the popularity of the content ρr(c) at every downstream router

r as follows:

ρr(c) =

 0 if χ ≤ β

1− (β
χ
) Otherwise

(3.6)

3.4.3.3 Degree of Node

Degree of connectivity of a CR is defined as the number of interfaces attached to

the CR. Usually, majority of the network traffic flows through the highly connected

points/routers. Therefore, selecting routers with a high degree of connectivity to

store contents can make the content more visible as the CR is approachable from

different directions or parts of the network. A large number of caching techniques

[15], [17], [36] utilize global knowledge about network topology or information

regarding physical location of a node while taking cache decisions in which the

node degree is the prime parameter. A node with high degree is considered a

better option to cache the content, as the node can serve more neighboring clients

simultaneously.

The main advantage of this parameter is that it reduces the cache redundancy by

storing the content in the prime location. The cache performance of the system

can also be optimized through this parameter.

The degree score of a node r on a forwarding path from the content provider to

client is defined as follows:

∂(r) =
d(r)

dmax(s, k)
(3.7)
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Where d(r) is the degree of node r∈R and dmax(s, k) is the highest available degree

of any node on the downloading path from the content provider s (i.e. the server)

to a client k.

3.4.3.4 Available Cache Space

Cache space is very important in CCN, as caching is an inherent feature of the

architecture [15]. Therefore, it is important to use the available cache space at

CR’s in an efficient way.

For content storing, picking only the strategically important routers on the return-

ing path can cause congestion. On the contrary, the resources that are present on

less strategically important areas are usually under-utilized cache resources. This

load imbalance creates congested data points at the CR with the high score to

store incoming contents, and hence it may lead the network into a sub-optimal

state. Frequently occurring content replacements due to congestion may result in

increasing the delay experienced by the end-users. However, in MACS, we suggest

distributing the overhead over network routers for a better utilization of available

network capacity.

Available cache space CS(av(r)) of CR(r) is calculated according to Equation. 5.5.

CS(av(r)) =
CacheSize(r) − CacheSize(r)used

CacheSize(r)

(3.8)

Where, CacheSize(r)used represents the used cache space on CR(r) and CacheSize(r)

is the total cache size of CR(r).

3.4.4 Threshold Analysis

A threshold value is used as a filter against the content decision score value, in

order to make a decision about whether to cache the content or not. Inevitably,

defining an appropriate threshold value is vital to improving the performance of the
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network. If the threshold value is too low, a router can rapidly get congested, while

a very high value may lead to under-utilization of network resources, eventually

degrading performance.

We have computed the cache hit ratio against the threshold values, as shown in

Figure. 3.4, we can see that the performance is highly affected by a very large

value of threshold (that is 1), as contents are only saved on few routers of higher

score.
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Figure 3.4: Hit ratio at different threshold values µ

3.4.5 Weight Assignment

With multiple attributes contributing towards the weighted cache decision score,

the default strategy of MACS is to uniformly assign the weights among all con-

tributing attributes. The results of this strategy were presented in [99]. However,

we argue that the performance of MACS can be greatly improved by considering

relative importance of the attributes, which suggests that the weights are adap-

tive and are computed accordingly to the overall network condition. For instance,

a CR’s strategic importance relative to different clients, content popularity and

available capacity to store different contents vary over time and cannot be easily

predicted.
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Hence, we propose a solution that is capable of learning these dynamic patterns.

This helps in building an optimized combination of selected attributes to maximize

a CR’s score for saving contents at any given time instance. In other words, we

suggest the need to dynamically define the relative importance of the considered

dimensions which are individually calculated at each CR along the forwarding

path.

In MACS we employ error correction learning for dynamic weight adjustments,

which is a well-known learning technique of neural networks [19]. Let us assume

that the desired score value is 1, we can then define the error function δ at CR(r)

as follows:

δ(r) = (1− CDScore(c)) (3.9)

The error is then back-propagated as an input to AdjustWeight function which

is defined in Algorithm-1 (at table. 3.1).

Table 3.1: Weight adaptation at CR r

ALGORITHM-1

1. AdjustWeight (δ(r)) {
2. ∀i ∈ (1...p)
3. ∆wi = l ∗ δ(r) ∗Xi

4. wi(new) = η ∗ wi(old) + ∆wi
// To normalize weights to have their sum equal to one
as following [100]

5. ∀i ∈ (1...p)
6. wi =

wi(new)∑p
j=1 wj(new)

}

In Algorithm-1 (line 3), Xi is the corresponding ith parameter, such as, CR degree

or cache space for which the ∆wi is calculated. Here, l is the learning rate,

which determines the pace of adaptation. With the high value of l, the resulting

∆wi at each iteration is large. Whereas, if we select a small l, the weights will

be adjusted slowly. The ∆wi of the ith parameter is derived by multiplying the

corresponding value with the error and learning rate (line 3). Subsequently, the

new weight is calculated by adding this delta change into old weight value (line

4) as defined in [101]. η (line 4) is the momentum parameter [101] that helps to
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improve convergence time of the algorithm. The default value of η is taken as

0.9 [102]. As already discussed in Section 3.4.2, the sum of all the corresponding

weights must be equal to 1. Therefore, after every update, weights are again

normalized to limit the values within the range [0− 1] ∀i ∈ (1...p) (line 6). In

Table 3.2: Pseudocode of Weight adaptation

PROGRAM AdjustWeight:

Read Error Function δ(r);

Read Parameter Xi;

FOR(i=1; i ≤ p; i+ +)

∆wi = l ∗ δ(r) ∗Xi;

wi(new) = η ∗ wi(old) + ∆wi;

Print wi(new);

ENDFOR;

END;

order to maximize its score independently, each node adapts the corresponding

weights for playing an effective role within the connected area. The pseudo-code

of weight adaptation is defined in Table. 3.2.

We can extrapolate the effectiveness of dynamic weight adaptation using a topol-

ogy which is shown in Figure. 3.5. To demonstrate the weight adaptation process,

we show the behavior of weight adaptation at node-9 and node-16 in Figure. 3.6,

which are present in different strategic locations, thereby highlighting the ability

of our algorithm to adapt itself according to the network condition and neighbor-

hood. From Figure. 3.6(a), it is apparent that weight of distance and degree is

high because node-16 is directly connected to a large number of clients, whereas

the weight of the two other parameters, storage space and popularity are low be-

cause at this node, number of connected clients are large and maximum storage

space is utilized.

Subsequently, as shown in Figure. 3.6(b), node-9 has small degree weight but

high storage space weight because it is connected only to a single client and it can

possibly store only one client’s requested data.
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Figure 3.6: Weights on two different nodes

3.4.6 Content Freshness

In MACS, a content lifetime/freshness is assigned to every stored content in CR,

which is a function of time. This freshness determines the amount of duration for

which the content is available at a router to answer future queries of the same.

The freshness of content decreases over time and content is removed from the

cache after expiry. The freshness helps in effectively utilizing the limited available

in-network space based on current user’s interests.

On every successful look-up for a content at an in-network content-provider, an

amount of default freshness value is added to the old freshness values of the content

that is shown in Table. 3.3. Increasing freshness on every successful lookup has
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Table 3.3: Content-Freshness calculation at CR ‘r’

ALGORITHM-2: Receiving Interest Packet

1. Let β is the initial freshness value

2. IF Content in Cache then

3. LTold = GetLT (Content)

4. LTnew = LTold + β

5. CacheUpdate(LTnew, Content);

6. Forward(Content);

7. Else

8. Forward(Request);

Receiving Data Packet

1. Calculate CDScore at router r

2. IF CDScore(c) >µ then

3. Cache(β, Content);

4. Forward(Content);

the potential to dynamically filter out popular contents from less popular data.

A least frequently requested content data is removed from the cache after expiry

to free-up the space at the given CR. On the other hand, a higher freshness value

attached to popular data help in keeping the latter for a longer duration to address

future requests. The pseudo-code of content freshness calculation at CRr when

it receives an Interest packet is given in Table. 3.4. Although the concept of

assigning content lifetime is not new, in [103] consumer driven freshness is used

to determine lifetime of data. In this, consumers request a particular freshness

of data, if it is present on intermediate routers, request is served. Otherwise its

is request from source node. Our approach is very similar to [52] paper content

lifetime is assigned to every piece of content before it is being cached on any router.

However, it is taken content lifetime as a static value based on predefined weights.

Our work differentiates from this work since MACS does not rely on the content

static freshness value, as well does not exploit predefined weights. The strategy

we present, determines the relative importance of each dimension with a dynamic

weight adaptation mechanism.
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Table 3.4: Pseudocode of Content-Freshness

PROGRAM ContentFreshness:

Read Packet;

Read Initial Freshness Value β;

IF (Interest Packet)

IF (Content in Cache)

Update Content Freshness in Cache;

Attach Freshness into Content Header;

Forward Content Packet to Downstream Router;

Else

Forward Request Packet to Upstream Router;

ENDIF;

Else

At Current Router Calculate CDScore(c);
IF (CDScore(c) >µ)

Cache Content with Initial Value β;

Forward Content Packet to Downstream Router;

Else

Forward Content Packet to Downstream Router;

ENDIF;

ENDIF;

3.4.7 Cache Replacement

MACS is equipped with new cache replacement mechanism as follows: when we

store the content on any router, an associated freshness value is attached with it

and, this value is decreased over time. On every lookup, the freshness value is also

increased. A low freshness value indicates that the content can be safely replaced

without affecting the performance. This associated freshness of currently stored

contents is also used in MACS while taking replacement decisions. When a new

content comes then its score value is compared to the defined threshold, if it is

greater than the threshold then the content will be stored. However, if the current

cache is filled (line 4) then the content that has smallest freshness value will be

replaced with the new content (line 5-7). In this way, the replacement technique
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of MACS tends to favors the most popular contents. The pseudo-code of content

replacement calculation at CRr when it receives a content is given in Table 3.5.

Table 3.5: Pseudocode of Cache-Replacement at CR ‘r’

ALGORITHM-3

1. Let set Scr contains all the stored content at a given
router r along with the freshness values

2. Let Mr is defined as the maximum size of cache at
router r

3. For every incoming content ‘c’ to be stored in cache

4. IF (| Scr |= Mr) Then

5. Scr ← Scr - {cy ∈ Scr | where y has minimum
freshness value

6. c ← β (where β is the default initial freshness)

7. Scr ← Scr ∪ c

8. EndIF

3.4.8 Complexity Analysis of MACS

In MACS, cache decisions are taken by considering the individual score of multiple

parameters. As we use additive property, time complexity of scores estimation is

equal to the highest time complexity of calculating any individual score. The

parameters we use in this thesis such as degree, hop count and free space etc.,

scores have constant time complexity. Hence, time complexity of scores estimation

in MACS of constant time i.e. O(1). Time complexity of weight adaptation in

MACS is O(n) for n attributes hence we conclude this total time complexity for

taking a decision is O(n).

In our proposed scheme, evaluations are made on most recent available information

from control/data packets such as maximum path degree and hop count. There

is no need of extra space at the node to keep record of information. Hence, space

complexity of MACS is O(n) where n is the total number of attributes.
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3.4.9 Conclusion

In this Chapter, we present a cache management scheme MACS to support intelli-

gent content placement decisions in CCN. In MACS we consider multiple param-

eters leveraging the advantage of both content and topological characteristics of

the given network. We also demonstrate that error correction learning techniques

from neural networks can be effectively applied to determine relative importance

of each attribute within a particular scenario. Furthermore, in order to effectively

utilize the limited available in-network space, we dynamically update freshness

of a content. For this purpose, in this chapter, a new cache replacement policy

that is based on freshness value of a content is proposed. This scheme promises

to overcome inefficient cache utilization by intelligently selecting caching locations

along the content delivery paths in order to increase chances of cache hits.



Chapter 4

Simulation and Performance

Evaluation

We demonstrate the performance of MACS by evaluating it on a number of perfor-

mance metrics including Cache Hit Ratio, Hop Reduction Ratio, Content Reusabil-

ity and Used Buffer Ratio and showcase their behavior as a function of parameters

such as Content Distribution, Cache to Population Ratio and Time. There are

many parameters like server load, Round-trip Hop Distance etc. However, above

mentioned parameters are the most commonly used metrics to evaluate the tech-

niques [54], [18], [48]. Moreover, we compare the performance of MACS against

well-known schemes such as

• Age-based Cooperative Cache Scheme (ABC) [53]

• Optimal Cache Placement strategy based on Content Popularity (OCPCP) [59]

In ABC, content ages is assigned to every content while in OCPCP, cache decisions

are based on content popularity.

56



Simulation and Performance Evaluation 57

4.1 Simulation Environment

We use the open-source ndnSIM simulator [20] that implements NDN protocol

stack for NS-3 network simulator. In order to evaluate MACS with different

topologies, we use the real network typology GEANT [104] and a tree topology,

as shown in Figure.4.1. GEANT is the pan-European data network that inter-

connects European research and educational community and it is composed by

22 content-routers. We distribute the endpoints (i.e. server and consumers) ran-

domly and attach a variable number of consumer nodes (1 ∼ 3) to each randomly

selected content-routers. Our topology contains 10 consumers and one server.

In our simulations, each content provider serves 100 different content objects. The

uniform size of cache (CS) is 50 and the best route policy [20] is used in the net-

work. As flooding strategy is accompanied with its own extra overheads across the

network, so, in order to have a fair comparison we prefer Shortest Path Routing.

Zipf(α) is implemented as a content popularity distribution that is simply tuned

by a single parameter α. Content request q is modeled as Poisson processes. We

have chosen the threshold value as 0.6 (Figure 3.4) and a discussion on choos-

ing threshold value is discussed in Section 3.4.4. Simulation results are taken by

running each scenario ten times with different seed values and for each caching

strategy; furthermore, we report the average values with the 95% confidence in-

tervals. Table. 4.1 lists the performance parameters which use for the evaluation

[59], [105], [106].

4.1.1 Performance Metrics

We assess the caching schemes considering the following four aspects: Network

Cache Hit Ratio, Hop Reduction Ratio, Content Reusability, Used Buffer Ratio.

Network Cache Hit Ratio: Cache hit ratio is a strong measure of load reduction

over server due to in-network cache hits, and it is defined as follows:
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Figure 4.1: Simulation topologies

Table 4.1: Simulation parameters

Attribute Value
Typologies GEANT, Tree

Number of different content 100
Content size 1024B

Cache size (number of contents) 10 ∼ 50
Link delay 10ms
Bandwidth 10Mbps

Interest frequency 3/s
Simulation time 200s
Simulation runs 10

Threshold µ value 0.6
Initial freshness value (i.e. β) 100s

ψ =

∑N
i=1 Hits(i)∑N
i=1 Req(i)

(4.1)

Where, Hits(i) represents the total number of hits and Req(i) represents the total

number of received requests on a content router i.

Hop Reduction Ratio: Hop reduction ratio signifies the impact of delay, an

in-network cache scheme offers, and it is calculated as follows:
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γ = 1−
∑R

r=1 hr∑R
r=1Hr

(4.2)

Where, hr is the hop count from the client to the content provider (which serves

the request) and Hr is the hop count from the client to the original server. A high

value of hop reduction ratio means less end-to-end delay experience by the users

and vice versa.

Content Re-usability: We define content re-usability as the average number of

times saved contents on an intermediate CR are re-used (request served by in-

network cache) against the occupied space within the given network. It is defined

as follows:

ξ =
1

N

N∑
i=1

(
CacheHits(i)

OccupiedBuff(i) + 1
) (4.3)

Where, CacheHits(i) represents the total number of cache hits on the CR(i), and

OccupiedBuffer(i) represents used buffer space on CR(i), and N is the number

of CRs within the network. A high average re-usability supports the effectiveness

of cache decisions made by any given in-network caching approach.

Used Buffer Ratio: Used buffer ratio measures the amount of in-network space

filled with contents to serve future requests against total available space of a net-

work. It directly reflects the efficiency of a scheme with respect to resource man-

agement, and it is defined as follows:

Φ =

∑N
i=1CacheSize(i)Used∑N
i=1CacheSize(i)

(4.4)

Where, CacheSize(i)used represents the used cache space, CacheSize(i) is the total

cache size of CR i, andN is the total number of intermediate content routers within

the given network.
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4.1.1.1 Scenario 1 : Comparison Against Varying Content Popularity

Distribution on Tree Topology

The aforementioned metrics are measured on the tree topology, as shown in Fig-

ure. 4.1(a). The tree-based topology consists of 13 consumers, 14 CR, 5 average

node degree and a single server to satisfy the requested interests. A large num-

ber of consumer taken to identify the importance of efficient in-network cache for

server load. Ten runs are taking different seeds values. Here, we assume that

every intermediate router has the same cache size (i.e. 10) and content population

size is fixed to 100 contents, and they follow a Zipf popularity distribution [107],

characterized by the skewness parameter α. In the Zipf-Mandelbrot law distribu-

tions, the occurrence rate of incoming content of the kth rank is proportional to

1/k. Content popularity distribution determines the diversity of contents that can

be requested from different clients. A low value of α means that the diversity of

requested data is high in the network, while a higher value of α suggests that the

probability of requesting the same kind of contents is high.

In Figure. 4.2, the value of α increases on the x-axis to compare the behavior of

a given scheme against varying content popularity distribution. In particular, α

is set in the range [0.3 ∼ 1.8] and requests are generated randomly from all nodes

according to the Zipf-distribution. In this way we explored the impact of request

frequency distribution on the performance of our proposed caching scheme.

As we increase content popularity, the chance that a stored content is frequently

requested within the network also increases. Therefore, an increase in cache hit

rate of the network is observed with increasing content distribution in Figure.

4.2(a). We can see that MACS has a better cache hit rate than ABC but with

a small amount of buffer usage as shown in Figure. 4.2(b). In the given tree

topology, nodes process a high degree of connectivity within the network. Secondly,

high diversity in the content population with resource limitation at intermediate

content router contribute in filling the network with a large number of contents for

answering future requests. Therefore, we see that buffer usage of all the schemes,

in Figure. 4.2(b). However, MACS is able to maintain a significant low buffer
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usage as compared to other schemes, and it can further decreases with increasing

time in case of MACS. This is due to decrease in diversity of content requests

from different end users (clients). Nevertheless, buffer usage remains the same in

the case of OCPCP and ABC, as these schemes fail to adapt to changing network

scenarios as compared to MACS. In MACS, a strategically important location is

favored to store content in order to increase cache hit rate of the network, (Figure.

4.2(a)) and to optimize available storage space (Figure. 4.2(b)). Therefore, we can

observe a small hop reduction ratio with MACS in Figure. 4.2(c) as compared to

other schemes, but the gap tends to decrease at increasing content distribution with

small buffer usage and increasing hit rate and content reusability Figure. 4.2(d).

We can say that MACS provides a better trade-off in terms of hop reduction

ratio against compared schemes. Hence, we can conclude that carefully storing

content within the region, where it is most popular helps in delivering satisfactory

performance to end users in the resource-stringent environment.

4.1.1.2 Scenario 2 : Comparison Against Cache to Population Ratio

on GEANT Topology

In Figure. 4.3, a comparison of MACS shows with other cache schemes against in-

creasing cache to population ratio -on GEANT network topology (Figure. 4.1(b))

as described in Section 4.1. In this, we take two servers and ` as the fixed popu-

lation of contents available on servers- that can be requested by different clients

within the given simulation time; = as the cache size (i.e. in terms of content

units) of any given intermediate router. Then cache to population ratio can be

defined as follows:

Cpr =
=
`

(4.5)

For simplicity, we assume that every intermediate router is configured to have

varying cache size = ∈ [10, 60] in the given scenario shown in Figure. 4.3. Here,

content distribution value α is set to 0.3, and content population size is set to 5 x

102 contents. We believe that cache to population ratio strongly characterizes the

in-network cache management challenge. It also provides an approximate measure
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Figure 4.2: Instantaneous behavior of the caching schemes for a Tree topology
with different Zipf α

of the efficiency of the given scheme to fulfill user’s demands in the best possible

way with varying network resources.

We can see in Figure. 4.3(a) that cache hit ratio of MACS is higher than all other

schemes, and it keeps on increasing with increasing capacity of the network to

store a large number of contents at intermediate routers. However, we can see in

Figure. 4.3(b) that MACS does not greedily try to occupy network resources and

maintains its average buffer usage to a significantly lower limit as compared to

OCPCP and ABC schemes.

In OCPCP, each incoming content is initially saved on every intermediate router.

The contents are popular then gradually shifted towards the edge of the network

that is near to clients. The ability to greedily occupy the available resources helps

to maintain small delays, as a large percentage of cache hits usually occur at



Simulation and Performance Evaluation 63

edge routers. However, in MACS the tendency to effectively utilize the available

resources comes with a slight compromise on hop-reduction ratio Figure. 4.3(c).

Cache content reusability decreases as cache size increases, OCPCP and ABC tend

to occupy all the available resources in the network without taking into account

user’s interests within the given vicinity. Therefore, with increasing space, the

ratio of the amount of reused data with respect to occupied space also keeps on

decreasing.

We can see in Figure. 4.3(d) that MACS is able to maintain a higher average

content re-usability than OCPCP and ABC. However, it also decreases with in-

creasing cache to population ratio, as due to increasing the capacity of the network

to store more data nodes that are not placed at strategically important location

can also be favored to store data due to large available free space. These nodes are

not connected to a large number of clients. Hence, it impacts the overall content

reusability of the whole network.

4.1.1.3 Scenario 3: Stabilization Against Time on GEANT Topology

In order to strengthen our findings, we proceed to evaluate the cache performance

of MACS with other cache management schemes with respect to the simulation

time. In this scenario, we specifically collect the results against time to evaluate;

how is our proposed in-network MACS caching scheme stabilizes against time.

The behavior of MACS along with OCPCP and ABC schemes is shown over time

in Figure. 4.4 –on GEANT topology (Figure.4.1(b)) with 2 servers–when the cache

to population ratio is set to 1.6. We can see in Figure. 4.4(b) that initial storing

rate of incoming contents in MACS at content routers is high due to available

large free buffer space. However, we can observe a restricted increase in buffer

usage over time with MACS despite available space, as the protocol stabilize itself

by learning the environment and user interest patterns around the given content

router.
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Figure 4.3: Instantaneous behavior of the caching schemes for a real Geant
topology with different cache sizes

We can see that despite storing a limited amount of contents at different in-network

content routers, a cache-hit rate in Figure. 4.4(a), and content reusability in

Figure. 4.4(d) in the case of MACS increases greatly than OCPCP and ABC over

time. Due to dynamically increase the lifetime of frequently requested contents

MACS is better able to prioritize data based on user’s interests. The contents

that are initially saved but not requested frequently from users around the content

router are automatically expired without overloading the network. On the other

hand, in OCPCP and ABC the cache space at a given router is blindly filled with

incoming contents. This helps in getting an increased performance at the start of

the network, but we can see that the two schemes poorly adapt to given network

scenario as compared to MACS over time.

The dynamic weight adaptation and determination of individual score of different
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Figure 4.4: Instantaneous behavior of the caching schemes for a real Geant
topology with time

considered parameters in MACS, such as distance/hop-count, also help in storing

contents towards the edge of the network. Therefore, a hop-reduction ratio in

Figure. 4.4(c) increases over time with MACS.

4.2 Conclusion

In this Chapter, MACS is thoroughly evaluated against a variety of parameters

in heterogeneous synthetic and real network topologies. The simulation results

showed that cache decision score that is based on multiple attributes can help in

intelligent decisions regarding content cache placement. Furthermore, a compari-

son against well-known caching schemes is also included to depict a more realistic

picture on performance gain that can be achieved through MACS.
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Evaluations in a variety of heterogeneous environments showed that MACS at-

tempts to overcome inefficient cache utilization and reduces cache load at each

node. However, in MACS the tendency to effectively utilize the available resources

comes with a slight compromise on hop-reduction ratio. Hence, MACS ability to

carefully store a content, where it is most popular helps in delivering satisfactory

performance in resource-stringent environments.



Chapter 5

Mobility-based Caching Strategy

for Contnet-Centric Networking-

Design Details

5.1 Introduction

In areas, where communication infrastructure is not available, and wired network-

ing is costly Mobile Ad-hoc Networks (MANET) can be deployed [108]. MANET

can also be deployed in shopping complexes/business areas, where people want to

exchange data regarding current fashion trends, price or promotional advertise-

ments. Another useful implementation is in conference meetings, where attendees

want to share information about current research trends.

CCN provides a receiver-driven, secure and simplistic model equipped with ubiq-

uitous in-network caching [109], name-based routing [11] and security [14]. In-

network caching is used to increase content availability within the network, as it

avoids the need to send interest packets for the same content towards the source

node. This also results in reducing delays and server load, hence, user’s Quality of

Experience (QoE) is increased. Network partitioning within MANET is frequent

due to mobility; in such environments, mobile users may experience long delays

67
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to access data from source. Therefore, mobility greatly effects data availability

in these networks, as network capacity is degraded by multi-hop communication

whenever network partitioning occurs [110]. In this regard, a content-centric mo-

bile ad-hoc network may get benefit from CCN’s in-network caching to improve

availability of data within a connected region.

Default architecture of CCN does not provide explicit mechanisms for cache deci-

sion; all nodes on the path may cache all incoming contents. This increases data

accessibility, decreases retrieval latency and redundant requests sent to server.

However, resource inefficiency of this approach makes it unsuitable for MANET.

In MANET, data caching strategies are required to cope with resource constraints,

limited bandwidth and battery power. Hence, cache placement in mobile networks

is a challenging task. It further gets significant at the time of network partitioning,

as because of mobility, disconnections occur between nodes due to which nodes

within the same network become unreachable to each other.

A lot of research has been carried in recent years to improve caching gain in CCN-

based ad-hoc networks. For instance, Yuguang et al. [62], investigate the impact

of cache strategy on delivering named data in MANET. In this, few nodes are

selected to cache incoming contents on returning path for reducing overhead and

data redundancy in MANET. Location-aware caching schemes [64] [65] use loca-

tion coordinates of source and consumer nodes for forwarding Interest and Data

packets. By exploiting this information in [64], the proposed caching scheme con-

siders distance and remaining energy of a node for caching decision. Probabilistic

caching strategies [66] [67] dynamically calculate caching probability at each node

for taking cache decisions. This caching probability is calculated by considering

content and node related parameters such as, freshness of content, battery level

and used cache space of a node. Cooperative caching for MANET [68], [69], [70] is

considered widely in recent years. This allows sharing and coordination between

multiple caching nodes for efficient utilization of available resources. However, few

techniques in literature consider mobility issues [90] for taking cache decisions. For

example, Wei et al. [90] propose a mobility and popularity-based caching strategy

(MPCS) that takes advantage of user mobility patterns and content popularity
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for maximizing cache hit rate within the network. Bernardini et al. [78] propose

a social based CCN caching strategy. It is based on the fact that users in same

social community might be interested in the same content. This cache strategy

makes use of understanding regarding how users interact with each other.

None of the aforementioned schemes consider availability of data at the point of

network partitioning. We argue that it is an important factor in MANET. When

mobile nodes move frequently, network partitioning may occur by dividing the

network into disconnected regions. This may lead to unavailability of data within

the network, if the provider moves away without replicating cached contents on

another node. Furthermore, MANET are known to have constraints on resources

like bandwidth, cache space, computational power, and energy. Thereby, it is

vital to optimize, 1) what contents to cache, and 2) where to cache by considering

node mobility, content diversity and content popularity, for improving network

performance. Additionally, it is significant to devise a mechanism which may

assist cache schemes for replicating cached contents before partitioning.

In this thesis, we propose a strategy (Caching Strategy in CCN-MANET (CSCM))

to cache important contents in such networks. It dynamically adapts its caching

decisions for individual contents. CSCM is a generic framework which might be

accompanied with existing approaches for improved performance in mobile envi-

ronments. The proposed scheme is divided into two phases. The first phase is

to select optimal nodes for storing incoming contents. The purpose of selecting

optimal cache nodes is to reduce redundancy, and to place the data where it is

most popular. For this, we adapt Multi-attribute Caching Strategy (MACS) [99]

for mobile environments. MACS determines suitable caching locations along the

content delivery paths while taking into account multi-dimensional analysis. Sec-

ond phase selects a new dominator for relocating cached contents, if the previous

dominator moves to a disconnected region.
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5.2 A Caching Strategy in CCN-MANET

In this section, we elaborate design details of our proposed caching scheme called

Caching Strategy in CCN-MANET (CSCM). We can divide CSCM into two parts,

1) cache node selection with MACS [99], 2) popularity and freshness-driven mobil-

ity adaptive cache relocation algorithm. On delivery path, CSCM selects optimal

nodes to cache incoming contents for answering future requests. The selection is

based on multi-dimensional analyses of a node’s candidacy to maximize hit rate

within the network. CSCM takes into account node centrality, available cache

space and remaining energy level for deciding caching and relocation policy. A

mobile node is selected for caching when its cache decision value is greater than

a defined threshold. Additionally, mobility adaptive cache relocation algorithm

selects a new candidate cache node in order to relocate cached contents if the pre-

viously selected node moves to another location. Contents selection for relocation

considers popularity and freshness of information to improve network performance.

5.2.1 Network Model

We consider an ad-hoc network comprises of a group of mobile nodes, which act

as producer, consumer and relays. Relay nodes are interchangeably stated as

relays, content routers or nodes throughout the paper. Each node has an omni-

directional antenna with same transmission range. Network topology is repre-

sented as an undirected graph G = (V,E), where V is the set of mobile nodes

{r1, r2, ......, rn} and E ⊆ (V × V ) is the set of links between nodes. We denote

X = {x1, x2, ...., ..., ....., xp} as the set of attributes taken as input for taking cache

decisions, and relevant importance of each attribute is determined through weights

W = {w1, w2, ..., ....wp}. One-hop neighbors are defined as nodes which are present

within the transmission range of each other. We assume nodes or people carry-

ing wireless devices can freely move around the given region. This may create

partitioning within the network resulting in partial disconnectivity between con-

tent source and consumers. In this case, a content cached at intermediate nodes
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called content providers may avoid unavailability of the former within a parti-

tioned region. A mobile node that holds the original copy of content is called data

source/data provider/server. An Interest for a content is initiated by a consumer

node which is forwarded in hop-by-hop manner towards source/provider. Any

in-network cache node having same copy of the content may answer requests on

behalf of source node. As mentioned earlier, CSCM consists of two phases. In

following sections, we explain in detail the working of each phase.

5.2.2 Cache Node Selection

In the CSCM, whenever a consumer node generates a request for content c, it

sends an Interest packet towards the server. The request is transmitted through

neighboring nodes in a multi-hop fashion until it reaches the server. When the

server receives the Interest, it replies by sending back the content Data that also

reaches the consumer node in a multi-hop fashion. The consumer’s requests can

be propagated through some standard controlled flooding protocols [111] and in

response the content Data is sent back to the consumer by using a single path

that is discovered during the request phase.

According to the CCN mechanism, each node is equipped with Cache Storage (CS)

that is used to cache incoming content, a Pending Interest Table (PIT) as used to

keep track of the of unsatisfied forwarded Interests and Forwarding Information

Base (FIB) is used as a routing table based on content names. If an Interest packet

arrives at a node that does not have the content in its cache and a cache miss occurs

then the request is stored in the PIT table and the Interest is forwarded to the

neighboring nodes according to the FIB table entries. If the requested content is

present in the local cache and a cache hit occurs then the content Data is sent

back to the consumer in a multi-hop fashion.

In CSCM, cache node selection on content delivery path is analogous to cache

selection in MACS [99]. We use the same basic methodology defined in MACS

[99] (summarized in Table.5.1). However, we introduce new attributes for better
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Table 5.1: Interest/Data received at CR r

ALGORITHM-5: Receiving Data Packet

1. IF (Content c arrives) at router r then

2. Calculate MCDScore(c)

3. IF (MCDScore(c) >µ) then

4. IF (Cache Space is Full) then

5. Evict the content

6. Cache(Content);

7. EndIF

8. EndIF

9. Forward(Content);

10. EndIF

Receiving Interest Packet

1. IF (Intrest Ic for content c arrives) at router r then

2. IF (c is in local CS) then

3. Forward(Content c);

4. ElseIF (Ic is not in PIT)

5. PIT ← PIT ∪ Ic

6. Send(Ic to neighboring nodes);

7. EndIF

8. EndIF

adaptability in mobile environments. Here, every node independently calculates

its feasibility to store an incoming content for maximizing overall network perfor-

mance. On receiving a content, an intermediate node first calculates its composite

cache’s decision score (MCDScore(c)). If the composite decision score is greater

than a given threshold value (as defined in following Equation. (5.1)), node stores

the content in its cache; otherwise, it forwards content to downstream node. More-

over, if the cache is already full, freshness replacement policy is used as discussed

in Section. 3.4.7.

MCDScore(c) =

 1 if MCDScore(c) ≥ µ

0 Otherwise
(5.1)
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Detail discussion on how this threshold value is selected can be described in Sec-

tion. 3.4.4. Details on calculating composite cache’s decision score (MCDScore(c))

considering the mobile environment are described in next subsections.

5.2.2.1 Cache Placement Policy

The prime philosophy behind proposed CSCM caching scheme is to store contents

on few optimal nodes, instead of caching on each intermediate relay. This helps

in saving network resources by minimizing the presence of duplicated copies of

a content within the network. The pseudo-code of cache placement is defined in

Table. 5.2.

Table 5.2: Pseudocode of Cache Placement

PROGRAM CachePlacement:

Read Packet;

IF (Interest Packet)

IF (Content in Cache)

Forward Content Packet to Downstream Router;

ElseIF (Interest Packet is not in PIT Table)

Add Interest in PIT Table;

Send Interest Packet to Neighboring Nodes ;

ENDIF;

Else

At Current Router Calculate MCDScore(c);
IF (MCDScore(c) >µ)

IF (Cache Space is Full)

Remove the Content from Cache;

Save the Content in Cache;

ENDIF;

ENDIF;

Forward Content Packet to Downstream Router;

ENDIF;

In this regard, composite cache’s decision score (MCDScore(c)) is used to deter-

mine suitability of a node for caching contents within the network. We calculate
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MCDScore(c) against every incoming content at an intermediate node ri, as defined

in Equation (5.2). For MCDScore(c) calculation, following metrics are considered

to cope with challenges of mobile environments: (1) node centrality (Θ(ri)), (2)

available cache space (∂(ri)), and (3) energy level (σ(ri)).

The individual score of each parameter is combined in the composite decision score

for maximizing content storing feasibility of a node.

MCDScore(c) = w1 ×Θ(ri) + w2 × ∂(ri) + w3 × σ(ri) (5.2)

The relevant importance of each parameter is determined through weights w, which

are used to maximize the content cache decision of a given node. The sum of all

weights wi for different parameters is one as presented in Equation. (5.3).

p∑
i=1

wi = 1 (5.3)

Each attribute score is a real number within range [0, 1]. A high value of any given

attribute score contributes in increasing feasibility of a content router/node ri for

storing an incoming content in its cache. In following, we present more details on

calculation of each attribute.

Node Centrality: As per definition of graph theory, the relative important

measure of a vertex inside a graph is termed as centrality [112]. This theory has

been widely used in research community to identify most influential person(s) in

social networking, and also for identifying crucial nodes within computer networks

etc. It is one of the most common metrics used for finding important or central

nodes within any given network for dynamic bandwidth allocation in vehicular

social networks [113], and routing [112] etc. Here, in CSCM caching contents at

nodes with high centrality rankings within the network may increase accessibility

of a cached content resulting in large cache hits with limited redundancy.
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Node centrality is defined according to the Eigenvector Centrality (EC) that im-

plies that “ A node is important if it is linked to other important nodes ”. There-

fore, a node has a high value of EC either if it is connected to many other nodes, or

if it is connected to neighbors which have a high EC. The EC of a node is defined

as:

Θ(i) =
1

λ

∑
j∈M

aijΘ(j) (5.4)

Where λ is a constant, M is the number of nodes in the network and aij is the

adjacency matrix, where aij is 1 if two nodes are connected and 0 if not. In our

scenario, every node calculates its initial score based on number of current con-

nections (i.e. (no. of connections)/M). This is called socialness of a node within

the network. These centrality values are periodically shared among one-hop neigh-

bors to find Eigenvector Centrality as in Equation. (5.4). Therefore, according

to Equation.(5.4), if I ′s neighbors are highly social nodes, then I also have high

socialness based on Eigenvector Centrality. In this case, updated centrality values

are periodically broadcast among one-hop neighbors to incorporate with topology

changes within the network due to mobility.

Available Cache Space: Available storage space at a node is an important

parameter to consider when caching decisions are made. This is because forwarding

nodes are mobile devices with limited available space [67] [66], [15]. Therefore, it

is important to effectively utilize these stringent resources in terms of space for

improving overall network performance.

Available cache space ∂(ri) is estimated at node ri, as shown in Equation. (5.5).

High value of ∂(ri) at a node represents that the latter has enough free buffer space

to be selected as candidate node for caching incoming contents; while nodes with

limited free storage space are less suitable, and should be selective in taking caching

decisions. Intuitively, the caching probability of a node is inversely proportional

to this cache occupancy level.

∂(ri) =
CacheSize(ri) − CacheSize(ri)used

CacheSize(ri)

(5.5)
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Here, CacheSize(ri)used represents the used cache space on ri and CacheSize(ri)

is the total cache size at ri.

Battery Energy Level: Remaining energy is an important factor in resource-

constrained networks (i.e. MANET) [64]. Energy is an important resource, as it

helps mobile nodes to remain part of the network for long duration before requir-

ing a recharge. Remaining energy level is estimated at a node to determine the

amount of time this node can contribute in functioning of the network. Nodes with

sufficient energy levels can actively participate in caching operations. On the other

hand, nodes with low energy levels may shortly enter in sleep mode to save energy.

Therefore, nodes with low energy level are dynamically restrained to participate

in caching operations in CSCM. Hence, in CSCM caching probability is directly

proportional to residual energy level. Node ri first determines its consumed energy

defined as ϕ to calculate its remaining energy in Equation. (5.6). We assume that

all nodes have equal energy at start of the network. On every operation such as

transmitting, receiving, and caching etc. consumes one unit of energy. Therefore,

we increment the counter on every operation at a node to determine the consumed

energy.

Next, we can calculate remaining energy level σ(ri) at node ri as follows:

σ(ri) =
{
λe−λ(ϕ) (5.6)

5.2.3 Popularity and Freshness-driven Mobility Adaptive

Cache Relocation

CSCM is an adaption of existing cache schemes in mobile environments. Tra-

ditional caching approaches face performance degradation when applied to chal-

lenging environment such as mobile hosts. CSCM is a general framework which

might be accompanied by existing approaches to make them suitable for mobile

networks.
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In CSCM, mobility of a node with cached contents (referred here as (Cache Node

(CN)) is classified into two categories: 1) mobility within the region and 2) mobility

across the region. Mobility within the region does not effect availability of contents.

On the other hand, mobility of CN across the region may result in unavailability

of data for future requests.

Therefore, in CSCM when CN is near to move, it selects the next most appropriate

candidate node to serve as new CN for this region. After selection, selected cached

contents are forwarded to new candidate CN . Now, old CN can move to a new

region without effecting content availability within the region. Next, we explain in

detail the process of candidate node selection, and content selection for relocation.

5.2.3.1 Candidate Cache Node Selection

For candidate cache node selection, CN regularly check its current status. If CN

is about to move, it selects a new CN to relocate cached contents according to

Algorithm− 6 define in Table. 5.3.

To explain working of the algorithm, we take the scenario shown in Figure. 5.1.

Figure. 5.1 shows a working example of how candidate cache node selection takes

place. Router/node A is the Cache Node which checks its current status and identi-

fies that it is Near to Move (Table. 5.3 line(1)). It broadcasts Announcement mes-

sage to its one-hop neighbor routers/nodes (Table. 5.3 line(2)). Announcement

message contains a selected list of stored contents (content selection is discussed

in next sections) onA. Every one-hop routers calculate the MCDscore value and

compare it with threshold. If MCDscore is greater than the threshold value and

the node’s CurrentStatus is not Near to Move, then it sends the Interest packet

(Table. 5.3 line(7-8)) to A(as shown on node B, D, and F ). At node A, after

receiving the first Interest packet from its neighbors (Table. 5.3 line (4)) (as node

F ), node A forwards Data packets (Table 5.3 line (5)) to new CN i.e. node F

on Figure. 5.1. Receiving node (i.e. node F ), receives Data packets and store

in its cache(Table. 5.3 line (9-10)). In case, the value is lower than the current
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Table 5.3: Candidate-Cache Node Selection at CR ‘r’

ALGORITHM-6

At Content Provider

1. IF (Cache Node(CurrentStatus) = Near to Move)
Then

2. Announcement(Available listof contents) \\
Send to its one-hop neighbors

3. Wait for Interest

4. Receive Interest(Content) \\ from its one-hop
interested neighbors

5. Send Data(Content)

6. EndIF

At Neighboring Node

7. IF(MCDscore ≥ µ && CurrentStatus! =
Near to Move) then

8. Send Interest(Content)

9. Receive Data(Content)

10. Save Data(Content)

11. Else

12. BroadcastAnnouncement(Available listof contents)

13. EndIF

threshold, the node further broadcasts the announcement to its one-hop neigh-

bors (Table. 5.3 line (12)). The pseudo-code of candidate cache node selection is

defined in Table. 5.4.

The operation flow of the candidate cache node selection is shown in Figure. 5.2.

5.2.3.2 Data Selection for Relocation

When a node is Near to Move, relocating all the cached contents may cause extra

overhead over the network. We suggest that popular and fresh data is a good

choice for relocation. On the current node, content popularity is computed by
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Table 5.4: Pseudocode of Candidate Cache Node Selection

PROGRAM CandidateSelection:

Read Cache Node Current Status;

IF (It is Near to Move)

Announce its Available Content List to its Neighbors;

Neighboring Nodes Calculate its MCDScore(c);

IF (MCDScore(c) >µ)

Send Interest Packet of Content to Content Provider;

Receive Data Packets from Content Provider;

Save Data Packets in its Cache;

Else;

Broadcast Announcement its Available Content List;

ENDIF;

ENDIF;

considering both the frequency and freshness of the content. F (x) is a weighting

function that is defined as:

F (x) = (
1

2
)θx (5.7)

Where θ is the control parameter and its range is from 0 to 1. This control

parameter θ allows a trade-off between recency and frequency. As θ = 0, frequency

has a greater influence on the content popularity than recency and when θ = 1,

recency has a greater influence on the content popularity than frequency. To

achieve a good trade-off between recency and frequency, we set θ value as e−4

[114]. Popularity of content i is defined as in Equation. (5.8) that is based on past

n requests to this content [114]. Let x be defined as:

x =
n∑
j=1

(tbase − tj ) (5.8)

Where tbase is the current time and tj is denoted as the past arrival time of the

request for content i. Let {t1, t2, ..., tj } are the system time which is assumed that

these are integer values such that t1 < t2, ...., < tk ≤ tbase.
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Figure 5.1: An example of candidate cache node selection

A content is selected for relocation, if its weighting function defined in Equation.

(5.8) is greater than given threshold value.

5.2.4 Complexity Analysis of CSCM

Time and space complexity are other two important considerations to be made

for deployment in real world situations. In CSCM, time complexity of calculating

an individual score of multiple parameters is not more than O(n). As we use

additive property, time complexity of scores estimation is equal to the highest

time complexity of calculating any individual score. The parameters we use in

this thesis such as node centrality, cache space and energy level etc., scores have

constant time complexity. Hence, time complexity of scores estimation in CSCM of

constant time i.e. O(1). Time complexity of weight adaptation in CSCM is O(n)
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Figure 5.2: A flow diagram of Candidate Cache Node Selection

for n attributes. Hence, we can safely say that the time complexity of CSCM is

O(n).

Coming to space complexity of our proposed scheme, evaluations are made on

most recent available information from interest/data packets such as energy level

and cache space. There is no need of extra space at the node to keep record of

information. Hence, worst space complexity of CSCM is O(n) where n is the total

number of attributes.



Mobility-based Caching Strategy for Contnet-Centric Networking 82

5.3 Simulation and Performance Evaluation

We present simulation results in this section, and demonstrate the performance

of CSCM by evaluating it against a number of performance metrics such as [67],

[62]:

• Network Traffic : Network traffic is the sum of Interest packets and Data

packets that are used to evaluate network load.

• Retrieval Time : Content retrieval time is defined as the time duration when

an Interest packet is sent, and when the corresponding Data packet is re-

ceived. It denotes the response latency that is used to evaluate reduction in

response time because of using any in-network caching strategy.

• Average Hit Rate : Average hit rate is the ratio of number of requests,

answered by source node to total number of requests generated within the

network.

• Relocation Frequency : Relocation frequency is the number of times con-

tents are relocated from one node to another node due to mobility.

Moreover, we compare the performance of CSCM with MACS scheme that is

Multi-Attribute Caching Strategy (MACS) for CCN.

5.3.1 Simulation Setup

To evaluate performance of proposed CSCM caching strategy, we perform simula-

tions in open-source ndnSIM simulator[? ] that implements NDN protocol stack

for NS-3 network simulator.

In MANET environment, 60 nodes are randomly distributed in 1000m x 1000m

area. We use random waypoint model for node mobility. Initially, nodes are

stationary and after some time randomly move to change position at the speed of

0 ∼ 30m/s. Among nodes one data provider is selected randomly, and remaining
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Table 5.5: Simulation parameters

Attribute Value
Area size 1000m x 1000m

Number of different content 100

Total number of mobile nodes 60

Cache size (number of contents) 10

Mobility model Random waypoint

Maximum residence time 8s

Simulation time 200s

Simulation runs 5

µ 0.6

Maximum rate of node movement 0 ∼ 30m/s

MAC type Ad-hocWifiMac

node are taken as consumers. Consumer nodes randomly generate Interest packets

following Poisson process, and BestRoute forwarding strategy is used to forward

Interest packet towards provider node. The requested content use zipf distribution.

Zipf(α) is implemented as content popularity distribution that is simply tuned by

a single parameter α. Content request q is modeled as Poisson processes [115] and

the average interest packet rate is taken as 20 packets/s.

Simulation results are taken as average with with the 95% confidence intervals by

running each scenario five times with different seed values. Defining an appropriate

value for threshold is important to obtain maximum performance. However, it

varies based on network conditions of the underlying scenario. Hence, we suggest

choosing threshold taking into account available resources and performance trade-

offs. For this purpose, we perform a number of simulation experiments to define a

suitable value for mobile ad-hoc environments. The threshold value is set to µ =

0.6 after performing extensive simulations. The Simulation parameters are shown

in Table. 5.5 [67].

5.3.1.1 Network Traffic

Figure. 5.3 shows network traffic comparison of proposed CSCM and MACS

scheme against simulation time.
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At start of simulation, network traffic generated by both schemes is high. It is

because, at start, there is no data cached at intermediate nodes and all the Interests

are forwarded to source, which cause high network traffic. With the passage of

simulation time, data is cached at intermediate nodes due to which some requests

are answered through intermediate nodes. This decrease the overall network traffic

at the original source. Both the schemes use same mechanism to store contents

on intermediate nodes, thereby, resulting in same behavior over time. However, at

50 sec, nodes that have cached contents move around other parts of the network.

MACS has no in-built feature for handling cached contents in case of mobility.

However, in case of CSCM, cached contents are relocated on neighbor nodes.

Hence, these are delivered to requesting nodes from cache instead of sending all

the Interests to the original content provider. Thereby, overall network traffic is

significantly reduced in case of CSCM.
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Figure 5.3: Comparison of network traffic

5.3.1.2 Average Hit Rate

Average hit rate on server is used to determine cache efficiency of in-network

caching strategies. Figure. 5.4 shows results of average hit rate comparison be-

tween CSCM, and MACS. Average hit rate is plotted against ratio of requesting

nodes. When requesting nodes are less, average hit rate at the content provider is

also low. With increase in number of content requesting nodes, average hit rate
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is also increasing. It is because, increasing number of requesting nodes generate

large number of Interests that are forwarded to source causing high hit ratio at

the latter. The average hit ratio of CSCM is low as compared to MACS because

most of the Interests are answered by neighboring nodes in CSCM in case of mo-

bility of a cache node. In other words, Interests from that region are satisfied

with relocated contents instead of sending them to content source as compare to

MACS. As a result, average hit ratio at the source is decreased. However, MACS

strategy does not consider content relocation, hence, cached contents are lost from

the region due to network partitioning. Therefore, requests were forwarded to the

original source causing high hit rate at the source.
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Figure 5.4: Comparison of average hit rate

5.3.1.3 Retrieval Time

Figure. 5.5 depicts the results for average retrieval time comparison of CSCM

and MACS against simulation time. At start of simulation, the retrieval time of

both schemes is high. This is high because, at start, there is no data cached at

intermediate nodes, and Interests are forwarded to the source that cause high data

retrieval time. As simulation time increases, contents are replicated on intermedi-

ate nodes. Some of the Interests are served by local content store of intermediate

caching nodes instead of sending all the Interests to the content provider. This

decreases the overall content retrieval time. The cache used in CSCM strategy
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relocate contents to neighboring nodes, so retrieval time of CSCM is low as com-

pared to MACS. With the passage of time, majority of the nodes serve as cache

nodes and their mobility has no severe effect on availability of the content, as

it is already available in the region. Therefore relocation of contents show low

performance improvements for retrieval time.
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Figure 5.5: Comparison of retrieval time

5.3.1.4 Relocation Frequency

Transmission range is directly proportional to connectivity of nodes within the

network. With small transmission ranges, a slight movement of nodes may cause

significant changes in network topology due to differences in nodes connectivity.

Movement/disconnection of a node from its current neighbors towards a new lo-

cation requires relocation of data. Therefore, this event is significant at smaller

transmission ranges and vice versa. We compare the proposed techniques against

varying transmission ranges to identify the behavior against varying patterns of

disconnections within the network.

Figure. 5.6 shows results for relocation frequency of replication. Relocation fre-

quency is plotted against different transmission ranges. The graph for relocation

frequency depicts how many times data are relocated from an existing cache node

to newly selected node, when transmission range between nodes is varying. Simu-

lation is run for 200 seconds and nodes are moving with speed of 15 m/sec. With
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the increase in transmission range between two nodes, the relocation frequency

is found decreasing. This is because, due to large transmission range nodes can

freely move without changing connectivity. On the other hand, if transmission

range between two nodes is limited, and provider node moves to a far away re-

gion. This may result in disconnectivity between service provider and consumer

resulting an increase in number of required relocations. However, if transmission

range increases between the nodes, multi-hop communication may cover larger ar-

eas to provide connectivity of service. As a result, service provider moves but stays

connected with consumers through multi-hop communication. Therefore, due to

improved connectivity within the networks number of relocations are reduced.
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Figure 5.6: Comparison of relocation frequency varying transmission ranges
between node pairs

5.4 Conclusion

In this chapter, a caching strategy for CCN-MANET is proposed, called CSCM,

that improves caching efficiency and to reduce overhead. The main purpose of

the proposed caching scheme is to cache the contents in the core nodes and to

reduce the redundancy of data in the network. CSCM based on two phases, first,

to dynamically adapt the caching decision of each content by considering three

main parameters: the battery energy level, the buffer space of the node, and the

node centrality. Second, the caching situation depends on a node’s current status,
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popularity and freshness of the data that affects the caching decision in order to

relocate the replica if the old cached node moves to another location.

We have evaluated our proposed framework, CSCM with MACS caching scheme.

Basic MACS has no built in feature to handle cached contents in case of mobility.

Whereas, in CSCM, the movement of small number of cached content nodes relo-

cated the content to neighbor nodes for further interests. Simulation results proved

that the CSCM strategy can reduce content retrieval delays and the network traf-

fic load. It also considered the most stable and centralized node to replicate the

data. The way we compute the content caching decision in CSCM is very versatile

because it can be easily modified by adding other parameters.



Chapter 6

Conclusion and Future Work

CCN is a promising technology for data dissemination that can be used in wired

and wireless ad-hoc networks. The default caching strategy of CCN is to store

the content at each content-router (CR) along the downloading path. While this

helps to increase content availability and quality-of-experience (QoE) by reducing

delay and the server load. Therefore, the ubiquitous in-network caching strat-

egy is not resource-efficient as it increases the cache redundancy unnecessarily. A

number of cache management schemes have been proposed to address the issue

of resource utilization in CCN, and most of these schemes consider only one at-

tribute of network while taking the content placement decision. The result to use

these single parameter techniques is sub-optimal network performance that may

be useful for one scenario and may not be as effective for another. The resource

utilization can be improved by considering multiple attributes simultaneously for

cache management that can give better network performance even with dynamic

environments.

In the first part of this thesis (Chapter 3), we proposed a Multi-Attribute Caching

Strategy (MACS) for Content-Centric Networks that determines suitable caching

location along the content delivery paths while taking into account multi-dimensional

characteristics. MACS considers different aspects of a network such as, global

topology, node connectivity, and content-based information. MACS makes inde-

pendent caching decisions at each content router and selects a suitable caching

89
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location along the content delivery path. Moreover, MACS calculates relative im-

portance of each dimension through a dynamic weight adaption mechanism that

is based on error correction learning. These attributes with associated weights are

then employed to determine the probability to store content on returning path. If

the probability is greater than a defined threshold value, content is stored, oth-

erwise, it is simply forwarded to next downstream router. The parameters which

we are considering in this thesis include content popularity, degree of node, hop-

count/distance and cache storage space.

We show with simulations that MACS dominates among other schemes in effi-

cient resources utilization. MACS ability to carefully store a content, where it

is most popular helps in delivering satisfactory performance in resource-stringent

environments. However, in MACS the tendency to effectively utilize the available

resources comes with a slight compromise on hop-reduction ratio.

The advantages of MACS can be summarized as follows:

• MACS is the caching mechanism that determines the different aspects of con-

tent’s and network topology and utilizes them to calculate the cache utility

value.

• To determine, dynamically relative importance of each attribute, MACS uses

the error correction learning [19] technique of neural networks.

• To maintain freshness of cached content and to keep fresh contents in cache,

MACS defines a method that dynamically update freshness of a content.

• A new approach for cache replacement is also introduced that is based on

freshness value of a cache content.

In the second part of the thesis (Chapter 5), we studied in-network caching in

CCN-based mobile ad-hoc network, and proposed a distributed caching scheme

called Caching Strategy in CCN-MANET (CSCM). CSCM is a complete mobility

framework to handle mobility of in-network cache nodes. It is divided into two

phase; first, it takes caching decision by considering three main parameters, 1)
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node’s centrality, 2) energy level, and 3) cache space of a node. Secondly, in case

of mobility, it selects a new cache node to relocate replications of cached contents,

if the old cache node intends to move towards another region.

For the first phase, CSCM is flexible of working with existing in-network cache

schemes. For this purpose, we adapted MACS (in-network cache) for mobile en-

vironments, which is another significant contribution of this paper. Simulation

results show that CSCM strategy can reduce content retrieval delays, and traffic

load over the data source. The way we compute content caching decision in CSCM

is very scalable, because it can be easily modified to add new parameters.

The work can be extended as future work: 1) by considering more aspects of device

and content-based information in contents caching decision and 2) extending the

CSCM scheme for opportunistic network scenarios that will collect a history of

encountered nodes and will compute statistics about the distribution of contents

across the network. The acquired knowledge about the network and content will

enable content routers to build up an internal representation of the current state

of the content router and the network. This knowledge-based approach will use to

improve the decision-making process of content caching and dissemination. More-

over, we will design a cache relocation mathematical modeling in CCN-MANET.

This framework will be enhanced to apply to real MANETs environments.
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