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Abstract

The unprecedented growth of the research publications in diversified domains has

overwhelmed the research community. These research publications are linked and

indexed in the digital libraries for researchers to find relevant literature in an

efficient manner. Precise search on content and metadata is required by the re-

searchers through renowned search engines, however, recall of such systems re-

mains high, while the precision of such systems remains low. Semantic queries

on research documents are only possible through the storage and indexing of the

research paper’s metadata and layout content information. In this context, doc-

ument content extraction has attracted the research community in recent years

and different approaches have been employed like heuristic-based, supervised, and

unsupervised machine learning. Machine learning approaches produced optimum

results for document structures with homogeneous nature and require a lot of

tagged information. While rule-based approaches are not scalable as they require

large rule files and domain knowledge for heterogeneous documents.

In this research, we have performed a comprehensive evaluation of the literature

and identified research problems like (1) lack of complete analysis of the features

that are useful to identify metadata (2) diversified datasets were not evaluated

(3) previous approaches were not scalable for new publication styles (4) low per-

formance on large datasets (5) no comprehensive evaluation of machine learning

techniques were presented in previous approaches (6) a limited number of meta-

data elements were extracted. Therefore, a scalable and comprehensive approach is

required to extract the metadata. Keeping in view of the above-mentioned issues,

we have performed a comprehensive evaluation of physical and logical layout fea-

tures and compared machine learning approaches to extract metadata and layout

content from research articles like title, authors, affiliation, affiliation countries,

figure captions, table description, heading and levels, body content, terms and

keywords, articles publication metadata, and bibliographic section. The proposed



x

system consists of a four-stage process to extract metadata by transforming un-

structured PDF documents to structure a layout-aware file. Textual and geometric

information is important to evolve feature enrich text blocks. We have constructed

a comprehensive annotated benchmark dataset from diversified domains of multi-

ple publishers in order to evaluate and build a highly scalable approach and also

identified the benchmark dataset. The system has utilized the best features de-

scribing the logical layout content of the research paper, to train and test different

machine learning algorithms. To extract the logical layout structure, this thesis

presents a detailed evaluation and comparison of classification models on the cu-

rated diversified dataset. The metadata has been extracted using natural language

processing and heuristics. The finalized model is compared with state-of-the-art

document structure analysis approaches like PDFX and CERMINE on curated

dataset, and SectLabel on gold standards. The confusion matrix parameters are

used to evaluate the experimental results. The proposed approach outperformed

the state-of-the-art approaches on diversified datasets by achieving 16% perfor-

mance gain. The Average F-score of the proposed approach “FLAG-PDFe” is

0.897 on CEUR dataset, 0.89 on our diversified curated dataset, and 0.938 on

sectLabel dataset.
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Chapter 1

Introduction

This chapter is an overview of the research presented in the dissertation. Ini-

tially, this document states the background and motivation of the authors’ work

regarding metadata extraction from scholarly research articles. Based on the crit-

ical analysis of state-of-the-art, the authors formulated the problem statement

and research objectives. Further followed by the adopted research methodology

and important contributions made by the authors in the field of study. Finally,

the chapter concludes with the applications of the proposed research and briefly

presents the outline of the thesis structure.

1.1 Background and Motivation

Research plethora is rapidly increasing due to millions of annual online publications

of research articles [1–4]. These cross-disciplinary publications are linked through

online citation indexes for the research community to establish the relevance of

literature. More often scholars cogitate queries based on complex scenarios to

search and enlist their required research documents from this colossal scientific

resource. Consider the need of the researcher to get the list of research articles

that accomplish the following requirements.

1
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• The papers must be published after the year 2016.

• It should compare the results based on time analysis of sorting algorithms

available in table caption or figure caption.

• The reference of this caption should reside in sections with the heading as

experiments.

• The research should be funded by the European Union research grant.

Another set of requirements of a researcher could be,

• The articles are published in journals, where the title contains the word

”cardiology”.

• The first author of the article is from the U.S.A.

• The article’s title has phrases as ”heart diseases” and ”hospitalization”.

• The article’s section has a heading as experiments and has a table with the

caption containing words like mortality, morbidity, and children.

• The paper must be published in the last two years.

The famous citation indexes like Google Scholar 1 or Semantic Scholar2, and

renowned digital libraries like DBLP3 or ACM4 have gained popularity among

researchers to search scholarly articles [5]. However, they have limitations when

a precise search is required as they reproduce millions of surplus results based on

citation indexes and keywords-based search, caused by lack of structural informa-

tion.

Figure 1.1 is the first example, where we have tried to pass the above-mentioned

query to Google Scholar using its advance search option. However, this option has

1https://scholar.google.com
2https://www.semanticscholar.org/
3http://dblp.uni-trier.de/
4https://dl.acm.org/

https://scholar.google.com
https://www.semanticscholar.org/
http://dblp.uni-trier.de/
https://dl.acm.org/
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Figure 1.1: Google Scholar options for advance search.

limited search fields for a precise search on the metadata of the research article as

mentioned below.

• There is no option to search the text available within the figure captions and

the table captions.

• There is no option to search the title of the heading.

• There is no option to search the affiliation of the author or country of the

affiliation institute or organization.

• The search requires the exact journal’s title, however, the title of journal

phrase can be searched like in our case ’cardiology’.
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• No option to search for research funding or grant.

These options can be helpful for a user to perform a precise search on the metadata

of the articles. As shown in Figure 1.2, lack of search options on metadata retrieved

a lot of research articles, both by Google Scholar and Semantic Scholar. Which

again requires a lot of manual effort by the user to find the desired article.

Therefore, human-understandable research document content (like title, author

Figure 1.2: Google Scholar and Semantic Scholar number of results for the
mentioned search query.

name, author’s affiliation, affiliated country, author’s email, section headings with

levels, bibliography, funding agency, table caption, and figure caption) has to be

indexed and stored in a machine comprehendible form to facilitate such complex

queries.

Figure 1.3 illustrates an example of a research article that shows the metadata

elements present at different geometric locations in a scholarly journal. The com-

position of metadata elements is in diverse textual formats. The highlighted areas

in the example figure show the article’s publication-related metadata, authors, and

author’s affiliation. This example shows only a formatting style of a single journal.

However, the article’s publication information in the different journals is composed
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Figure 1.3: Example1: The research article’s metadata.

of diversified styles and layouts. Similarly, Figure 1.4 exhibits an example of the

table captions and figure caption present in a research article. The composition

of the figure and table caption is dissimilar to their references inside the body of
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Figure 1.4: Example2: The research article’s table and figure captions.

Figure 1.5: Example3: The research article’s headings and sub-headings with
levels.

a paragraph. Figure 1.5 demonstrates an example of the composition of headings

and heading levels. The formatting styles of section headings help identify differ-

ent levels of subheadings. These differences in the textual format and geometric
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location of text bodies are helpful to identify different metadata elements of a

research article. A similar visual aid can be employed in the metadata extraction

technique. However, the composition and layout style of metadata elements is

different for diversified publishers.

In this context, metadata extraction tools have gain popularity to extract and

store machine recognizable research article’s content to furnish precise semantic

queries. Recently, research community has deemed metadata extraction as a chal-

lenge, and significant number of conferences has been organized (like SemPub5,

CLSA6 OKE7, QALD8, RecSys9) to improve the quality of the linked data [6].

There are popular tools that are available online and offline to extract metadata

from research articles. To extract metadata from full research article, rule base

approach PDFX 10 and machine learning based approach CERMINE 11 is avail-

able online, which stores extracted metadata from a PDF-based research article in

the form of an XML file. Similarly, ParsCit 12 and Grobid 13 are renowned tech-

niques whose source is available online to extract bibliographic metadata. These

techniques along with others are comprehensively presented and evaluated in our

thesis.

Research document structure analysis and information extraction have been a

well-researched area due to the increase of publications in diversified domains.

Information extraction methods are essentially constructed upon machine learn-

ing and heuristic-based approaches. Machine learning technique relies on a group

of fine-tuned parameters to learn good feature representations for structure ex-

traction. These techniques are sub-categorized into supervised machine learning

(Classifiers), unsupervised machine learning (clustering), Ensembled, and deep

learning (neural networks), etc [7]. However, it requires a large tagged pre-trained

5https://github.com/ceurws/lod/wiki/SemPub2017
6http://challenges.2014.eswc-conferences.org/index.php/SemSA
7https://project-hobbit.eu/open-challenges/oke-open-challenge/
8https://project-hobbit.eu/challenges/qald-8-challenge/
9http://2017.recsyschallenge.com/

10http://pdfx.cs.man.ac.uk/
11http://cermine.ceon.pl/index.html
12https://github.com/SeerLabs/CiteSeerX/tree/master/src/perl/ParsCit
13https://grobid.readthedocs.io/en/latest/

https://github.com/ceurws/lod/wiki/SemPub2017
http://challenges.2014.eswc-conferences.org/index.php/SemSA
https://project-hobbit.eu/open-challenges/oke-open-challenge/
https://project-hobbit.eu/challenges/qald-8-challenge/
http://2017.recsyschallenge.com/
http://pdfx.cs.man.ac.uk/
http://cermine.ceon.pl/index.html
https://github.com/SeerLabs/CiteSeerX/tree/master/src/perl/ParsCit
https://grobid.readthedocs.io/en/latest/
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dataset; it has limited aspects of natural language processing and a limited perfor-

mance guarantee. Initial work exhibits that heuristic-based approaches perform

better because it is built on natural language processing and regular expression.

This approach is constructed on a pre-defined set of rules and requires domain

knowledge for diversified data. Yet, the rules have to be enhanced by every time

once documents from a new publisher are extracted.

However, the document layout and elements are composed of geometric location

and font properties of the text, which varies for different publishers. The text

in a research document has different font attributes, which can uniquely identify

a group of elements like Title, paragraph, authors and affiliation, headings, table

captions and figure captions, etc., these distinct features are in discussed detail (in

Section 3.2.4). An automated scalable approach is desired that can constantly and

sufficiently perform whenever a document from a new publisher is added to the

dataset. Current information extraction approaches utilize comprehensive updat-

able tags and rules to train the model, however textural features can be helpful to

identify and classify the distinct group of the document elements on the fly. There-

fore, we have proposed a methodology, which can effectively utilize the textural

properties of the text to derive distinct text features to identify various research

document elements with minimum prior training.

1.2 Research Challenges

This section will discuss the research challenges that are answered in the thesis.

1.2.1 Problem Statements

This thesis has formulated the following problem statements.

1. The previous metadata extraction approaches are mostly built for the re-

search articles that are from a single publisher, hence they produce optimum
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test results in a controlled environment, Their performance reduces in cases

when articles from different publishers are tested.

2. The features being used in the state-of-the-art techniques are dependent on

a particular dataset and those cannot be considered as generic features that

can be used on the articles published by diversified publishers.

3. There are limited benchmark annotated datasets besides the evaluation tool

to check the accuracy of the results of previous approaches on the diversified

datasets.

1.2.2 Research Questions

The above problem statements have led us to explore the answers to the following

research questions.

RQ1: Which method will perform efficiently and accurately to extract logical

layout sections LLS for research papers with diversified publication styles? (This

research question has been answered in chapter 3)

RQ2: How to devise a strategy to extract features from papers published by the

diversified journals and how to select an optimum set of features from the identified

features? (This research question has been answered in section 3.2)

RQ3: How to develop a comprehensive model to effectively extract metadata that

is trained on research articles from multiple domains of different publishers? (This

research question has been answered in sections 3.4 and 4.2 )

Based on the comprehensive evaluation of all the research questions, we have finally

proposed a comprehensive approach that will suggest the benchmark dataset, best

features to identify metadata, machine learning approach to extract sections and

structure of research paper, and the approach to extract metadata from a PDF-

based research paper.
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1.2.3 Research Objectives

1.2.3.1 Objectives

To construct a scalable approach that will automatically extract the metadata and

the content information from the PDF-based research articles published online

from diversified domains by the different research publishes.

1.2.3.2 Significance

More often scholars cogitate queries based on complex scenarios to search and

enlist their required research documents from this colossal scientific resource, like:

“The articles in the biomedical literature that must contain leukemia

in their title or in the sections heading and the first author has an

affiliation with a cancer research institute in the U.S.A and the paper

is published within last two years.”

“The articles that possess a phrase merge sort algorithm vs. insertion

sort algorithm within a table or figure caption, and the reference must

reside in the section with the heading experiment or result, and the

research must be funded by a European Union grant.”

“Research papers published before June 2016 on the topic of technology

impact that must have Brexit and Germany as the heading of the

sections and one of the author’s affiliation country must be China.”

However, renowned digital libraries and search engines have limitations, when a

precise list of relevant research papers is required, but millions of surplus results

are reproduced caused by the lack of structural information. We have developed

a system that extracts metadata and structural content of the research papers

of diversified domains from different publishers. Which will provide the basis for
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search engines to facilitate precise semantic queries on research document content

for accurate retrieval of relevant literature.

1.3 Proposed Methodology

This section describes the overview methodology of our proposed technique, which

focuses on metadata extraction from PDF-based research articles from diversified

domains of different publishers. Figure 1.6 show the proposed methodology to

perform the metadata extraction task, the chapter 3 provides the complete detail-

ing of extraction algorithm. The initial part of this section explains that overall

research adopted a renowned research methodology technique. Then discusses the

identification of the benchmark datasets and the creation of a diversified curated

dataset. The next part explains the proposed features that will be utilized for

the extraction of the logical layout structures (LLS). The last part describes the

extraction of metadata from the logical layout structures.

Physical Layout 
Extractor

Research Article
(PDF File) Logical Layout 

Structure Extraction
Feature Extarction Metadata Extraction

Textual 
Content

Feature 
Sets

LLS

Research Article 
Metadata
(XML File)

Figure 1.6: The overview of task performed by the proposed methodology.

1.3.1 Research Methodology

A three-phased and eight-step model has been adopted for the persuasion of the

current research as it was suggested by Kumar [8], we modified it slightly as re-

quired accordingly. The maneuvers which were used while the conduction of this

specific research, are mentioned below, along with the delineation between the

current research and Kumar’s model in the form of a Figure 1.7.
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Identification of state-of-the-art
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Figure 1.7: The proposed research methodology steps.

Phase I: DECIDING WHAT TO RESEARCH

Step 1: The Formulation of Research Problem:
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At this step, the following tasks are performed (1) Identification of stat-of-the-art

(2) Identification of the research gaps (3) Formulation of the research problem.

Phase II: PLANNING A RESEARCH STUDY

Step 2: Proposed Approach Architecture:

In this step, we divided the technique to solve the problem statement into sub-

tasks. Initially, after performing the comprehensive analysis of the layout style

of research articles with diversified publication styles, we have proposed a novel

approach to extract generic features that can be used to identify different layout

contents of a research article. The next task is to develop a strategy that can be

used to identify the different logical layout structural components. And the final

task is to extract desired metadata from research articles.

Step 3: Data Collection Method:

In step 3, the data collection was done using two methods, (1) Identification of

benchmark dataset and gold standards based on literature review (2) Development

of curated dataset with the help of domain experts.

Step 4: Sample Selection and Annotation:

In this step, we equally distributed the selected dataset after careful evaluation

of the article’s content. A team of annotators was hired to annotate the research

article content at two stages (1) Annotation of logical layout content to train

and test the machine learning algorithms (2) Annotation of desired metadata for

evaluation purposes.

Step 5: Synopsis:

In this step, we developed the synopsis report after the initial implementation of

the proposed architecture.

Phase III: CONDUCTING A RESEARCH STUDY

Step 6: Implementation: At this step, we evaluated machine learning tech-

niques on the comprehensive datasets and feature to extract the LLS and define
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the strategy to extract the metadata .

Step 7: Evaluation and Results: The results of each part presented in

methodological steps are evaluated and discussed. Finally, The comparison with

state-of-the-art approaches is conducted on the benchmark.

Step 8: Thesis:

As the final step, we produced a dissertation that includes the details of all the

above-mentioned steps in a report form. Here, we discuss, analyze, and critically

evaluate our proposed approach.

1.3.2 Identification of Datasets

To evaluate our proposed methodology regarding the logical content extraction of

PDF-based research documents, we required a comprehensive diversified dataset.

As mentioned earlier that previous techniques utilized datasets from a single do-

main or publisher, which will not be suitable for an extensive evaluation of our

proposed technique. We selected the dataset of research articles from different

renowned publishers with diversified publishing styles, these two datasets are pre-

sented in (sec 3.1.2 and 4.1.1). Hence, we have constructed a comprehensive and

diversified dataset that covers a wide range of domains, journals, and publishers.

Furthermore, to evaluate our technique with state-of-art approaches and compare

our technique on gold standards, we have selected three benchmark datasets, pub-

lished freely online by the authors of those techniques for justified comparison. The

first benchmark dataset proposed by sectlabel (sec 3.1.2) is utilize by Constantin

et al [9] and the technique name is PDFX, this dataset consists of research arti-

cles from Elsevier publisher, this dataset is described in (sec 4.1.1). The Second

dataset is a benchmark published in “Semantic Publishing Challenge” by Sem-

Pub2016 based on workshop papers of CEUR-WS.org held at ESWC conference,

this dataset is described in (sec 3.1.1).
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1.3.3 Physical Layout Extraction

A PDF file is composed of raw binary data without any associated metadata and

logical structural information that identifies different layout categories of the con-

tent. Therefore, the first process is to extract textual information from the PDF

file. At this stage, we used itext [10] open-source java library that provides a

faster and reliable method to extract PDF files. Unlike other processing tools

that extract text as text glyph or stream of characters, itext extracts the chunk

of textual elements that reduces resources and computational cost. Further, itext

implements an advanced strategy to extract structural components that are text

chunks, font properties, geometric locations, raster images, page numbers, and

vector graphics.

The text chunks are retrieved, encapsulated in boundary boxes that identify their

geometric position in the form of (x, y) coordinates on the page along with height

and width. The itext library returns font attributes like font name, font size, bold,

italic, orientation, etc. We used these attributes to generate the font properties

feature set.

1.3.4 Features-set Identification

Based on text content information extracted for a PDF file, this stage extracts and

evaluates different features that identify logical content and metadata of a research

article. Therefore, we have analyzed different formatting styles of publishers and

established that these layout and formatting styles can be used to extract metadata

from research articles. Since this important information and layout components

require annotations, therefore, we have categorized the formatting styles into two

types of structural components, one is the physical layout and the other is logical

layout structure components. The physical layout is based on individual arti-

cle’s distinct features, which consist of textual properties, geometric boundaries,



Introduction 16

paragraphs, column styles, floating objects, headers, and footers, etc. The logical

layout structures (LLS) are generic formatting features to identify different parts,

contents, and sections of an article that are required by the publisher. The details

of the proposed architecture are explained in detail in the section 3.3.

1.3.5 Logical Layout Structure (LLS) Extraction
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Figure 1.8: The proposed methodology to extract research paper sections in
order to evaluate Logical layout structure LLS

A research paper structure is based on different sections, we proposed a methodol-

ogy to extract the research paper sections as shown in Figure 1.8. The benchmark
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dataset consists of section headings as class labels along with features set will be

given as input to this process. In chapter 3, we shall evaluate different machine

learning algorithms on the given dataset.

The classification techniques like Support vector machine, K-Nearest neighbor

classifier, Bayesian classifier, Rule-based classifier, Decision tree induction, and

Ensemble classifier will be evaluated both theoretically and experimentally, K-

Cross Validation technique will be used to train the model to avoid overfitting

and underfitting on the given input dataset. The Scores of all the techniques to

identify different sections will be analyzed and best performing techniques will be

reported and used.

The final output of this stage will be different logical layout structural (LLS) com-

ponents of a research article. These components are the Title section, Author’s

section, table section, figure section, headings, header and footer section, and

paragraphs. These sections are present in different formating and layout styles.

However, by using diversified feature sets and comprehensive machine learning

techniques evaluation, we have been able to select a machine learning algorithm

that can efficiently and accurately identifies different logical layout components

for the articles with diversified publication styles.

1.3.6 Metadata Extraction

The metadata of the research paper is present both in structure layout and within

the body of the sections. For this purpose, we have applied heuristics that are

generalized in nature, so that they can extract metadata for research articles that

has different formatting and publication styles. In a few cases, we used the as-

pects of natural language processing (NLP) and complex regular expression to find

metadata from sections.
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This stage takes logical layout structural components on a research article as input

and further applies heuristics and regular expression to extract the metadata. This

resulting metadata is stored in the form of an XML file and is evaluated on gold

standard datasets as shown in the Figure 1.9.
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Figure 1.9: The proposed methodology to extract metadata of research paper
from logical layout sections

This is the final stage of our proposed methodology, which identifies metadata

components from different logical layout sections. The metadata identified at this

stage is Title, authors, authors affiliation, country of affiliation, author email,

abstract, keywords, journal name, publication date, pages, version and volume
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number, headings and levels, figure captions, table captions, bibliographic count,

funding agency, funded project, supplementary material, and endnotes. We will

perform a comprehensive evaluation of this extracted metadata with state-of-the-

art techniques on diversified datasets in the sections 3.4 and 4.2.

1.3.7 Applications

This research will facilitate text mining and document analysis for research articles

from variety of domains. The huge collection of metadata form the articles of

different publishers can be extracted and indexed. The following can be the use

cases for numerous real-world applications in this context.

1. Digital Libraries (DL): provide the basis for DL for diversified domains of

different publishers.

2. Scalability support: automatic content retrieval from diversified publishers.

3. Semantic queries: support precise search on research document’s content.

4. Document metadata indexing: efficient management of metadata to store

and retrieve research paper content.

5. Recommendation of literature: analysis of researcher’s publication.

6. Supports linked data: content references in sections and linkage other to

associated content.

1.4 Thesis Outline

The thesis is structured as follows. After the introductory chapter 1, in chapter 2

we shall describe the current state-of-the-art concerning scientific document anal-

ysis and automatic metadata extraction. Chapter 3 contains the overall method-

ology of the proposed research. Section 3.2 provides the details of features evalu-

ation and extraction based on geometric and textual properties of extracted text.
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In section 3.3.9, the machine learning algorithms, theoretical evaluation, and time

complexities are discussed. Chapter 4 contains the results and evaluation of the

proposed approach. In Section 4.1, we extracted metadata of articles published in

the CEUR semantic conference challenge, and in section 4.2, we extracted meta-

data of the research article from the curated dataset with articles from diverse

publishers. We evaluated our purposed techniques with state-of-the-art. Finally,

the conclusion is drawn in chapter 5 of this thesis.



Chapter 2

Literature Review

The metadata and structure extraction from PDF-based documents is a well-

explored research area since the emergence of the initial online search engines like

CiteSeerx to find scholarly articles [11, 12]. Their are many efforts in the literature

that have used such metadata extraction as mentioned in [13–20].

A PDF file is stored in raw binary data form and lacks structure information

tags or metadata that identifies different layout components of the document.

Tools such as iText, PDFBox, and JPod extract text as the stream of characters

from a raw file and require further processing, as extracted output has incor-

rect reading order and intercepting objects (like decorations, figures, and tables,

etc.). Another prominent obstacle is the diversified nature of the document layout

styles and textural features adopted by different scientific publishers. Numerous

approaches developed to extract the structure layout of research documents are

broadly categorize into heuristic-based techniques, machine-learning techniques,

and graph-based techniques. Early document text extraction models used XY cut

algorithm a rule-based technique [21, 22] to drive the reading order from image

segmented pdf files [23]. Modern approaches utilize the bottom-up Docstrum al-

gorithm to generate the correct reading order of text content due to its adaption

and simplicity by identifying near neighbors of text characters [24]. As presented

in Figure 2.1, the reading order of a two-column article is from top to bottom

21
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Figure 2.1: The correct reading order of an article.

and from the left column to the right column. Initially, document structure and

content were extracted using template-based techniques. Researchers proposed su-

pervised machine learning techniques and initially Hidden Markov Model (HMM)
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[25] technique was used for text mining, however, later studies suggested that

linear conditional random fields (CRF) [26] can produce optimum results [27] as

CRFs performs well with sequences with dependent features. Bijari et al. [28]

in their study introduced a hybrid algorithm based on heuristics and clustering,

using BB-BC and k-means to improve k-means shortcomings in text mining.

ParsCit adopted conditional random fields (CRF) to extract bibliographic meta-

data from research documents using a package that parses the tokenized sequences

for labelled bibliographic strings [29]. To find citation context, the approach em-

ploys heuristics on plain text to retrieve reference strings. Recently, ParsCit im-

proved its technique by adopting long short-term memory (LSTM) [30, 31] that is

a variant of the recurrent neural network [32]. The neuron layers are a linear chain

of conditional random fields (CRF). This technique used the character-based and

word embeddings instead of handcrafted features.

The CiteCeerX1 team introduced PDFMEF that encapsulates artifacts of their

existing approaches in a framework [33] . For full text extraction, the framework

leverages two open-source java libararies Pdfbox [34] and pdflib TET [35]. It uses

GROBID [36] to extract header metadata from research articles and ParsCit to

extract references and citation context. The framework uses pseudocode detector

[37] to extract and identify algorithms and PDFFigures [38] to identify and retrieve

figures and table from scholarly research articles. Additionally, the document

classification algorithm [39] is employed to improve the quality of indexing and

storage of articles for effective retrieval from digital libraries.

Figure 2.2 presents a visualization regarding the evolution of structure and meta-

data extraction approaches on a timeline. In the following subsections of this

chapter, we present a detailed literature review of different techniques used by

the state-of-the-art to extract metadata from scientific research papers. These

techniques are categorized into three parts that are rule-based, machine-learning-

based, and graph-based approaches.

1http://csxstatic.ist.psu.edu/

http://csxstatic.ist.psu.edu/
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Map of Models to Extract Documents

Year
Machine Learning Based 

Techniques
Graph-Based 
Techniques

Rule-based 
Techniques

SectLabel
Layout-aware system to 

extract text blocks

PDF Extract Tkaczyk et al

Used Bipartite Graph to find 
relationship of content

PDFX

Klampfl et al

Tuarob et al g-DICEDr. Inventor PDFMEFCERMINE

SemPub2016 Challenge Winner

Extract semantic structure 
using CNN

Extract Bibliographic and 
Article’s Metadata using CRF

Dejean et al

Enlil

Neural ParsCit

2006

2008

2011

2012

2013

2014

2015

2016

2017

2018

2019

2020
FLAG-PDFe

PAXAT MetaDataExtractor

Rahman and Finin Soto and Yoo

2001 Klink et al
Method

Extends

Compares

Extract logical structures from 
OCR Documents

Convert PDF into Structured XML

Benchmark technique to 
extract metadata from PDF

Used HMM and CRF to 
extract References

Finds semantic hierarchical 
sections for CiteCeerX DL

Benchmark technique for Structure extraction 

using rich document features and CRF

Benchmark method using 

SVM & Heuristics

Used HAC Clustering to 
find structure extraction

ParsCit

SEB

Joint the artifacts of 
CiteCeerX approaches

From  plain text / PDF 
document to RDF output

Used LSTM to improve 
ParsCit technique

Ahmed et al

Use characteristic features 
and fast metadata extraction

Template matching &  
format Identification

MFCN

Section classification using 
CNN and LSTM

Fast R-CNN for article 
structure extraction

Converts OCR into a graph  
and performs text mining

Used CRF and SVM for 
authors and affiliation

PDF extraction library 
for research article 

LA-PDFText

Introduced novel features based on geographic location to 
construct multistage metadata extraction model using SVM

Figure 2.2: Timeline of document’s metadata extraction models.

2.1 Rule-based Techniques

Rule-based approaches require a dataset to build a set of rules constructed upon

natural language processing, regular expression, and domain knowledge.
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Constantin et al. proposed a two-stage rule-based system (PDFX) using text

feature and characteristics for conversion of PDF artifact documents into XML

structure [9]. Rather than using the paradigm of template-matching, they con-

structed their approach on rules that are derived from font and layout parameters.

We evaluated and compared our approach with PDFX on our selected dataset and

benchmark dataset, detailed discussion is presented in section 4.2.

Klink and Kieninger proposed a rule-based approach to extract logical structure

from OCR-based documents to facilitate office automation [40]. The rules are

based on the fuzzy combination of textual and layout features. They evaluated

their approach to extract physical and logical layouts on documents from two dif-

ferent domains; the first one is 89 documents consisting of business letters and the

other consists of 979 journal pages from the University of Washington.

Similarly, Dejean and Meunier proposed an approach for transforming PDF legacy

files into a structured XML file [41]. The system converts the raw stream of bitmap

and text extracted from a PDF document into a logically structured XML doc-

ument. The main objective of this system is to identify text components into

words, line segments, and blocks by applying heuristics and distance based upon

the geometric position of characters.

Ramakrishna et al. introduced LA-PDFText [42]. It’s a layout-aware system that

employs textual content to facilitate text mining in the biomedical domain re-

search articles. The system detects adjoining text blocks and classifies them into

the rhetorical categories using a rule-based method.

Azimjonov and Alikhanov presented a rule base approach ”MetaDataExtractor” [43].

It only extracts the title, abstract, keywords, body text, conclusion, and refer-

ence in a faster way. They compared their approach with PDFX, GROBID, and
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ParsCit on the selected dataset with better accuracy. Initially, the system uses

characteristic features to identify the input PDF document as a research article or

nonresearch document, then it extracts metadata, and finally, it sorts and stores

the content in the form of an XML file.

Jiang et al. introduced their approach ”PDF Article eXtraction and Analyzer

Tool” (PAXAT) [44]. The approach is based on template matching and implicit

format identification to extract metadata from digital research articles. The ap-

proach only extracts the title, authors, affiliations, and author-affiliation from

articles published in ACM, ACL, Springer, IEEE, and arXiv. The approach is

compared with Enlil on the selected dataset.

Recently, Ahmad et al. constructed a heuristics-based approach with an effective

combination of tagged and plain text-based information extraction techniques [45].

The system is based on PDFX to extract structural metadata in XML format and

further applies regular expression and heuristic to extract desired metadata. The

approach outperformed approaches on the CEUR dataset in an open challenge

Sempub2016. The system extracts metadata like ‘Author’, ‘Sections’, ‘Figure’,

‘Table’, ‘Citations’, and ‘Supplementary materials’. We also compared our system

with this approach on the same input and output parameters on the same dataset,

which is discussed in detail in Chapter 4.

These approaches immensely rely on regular expressions and text pattern match-

ing. Heuristics-based approaches require a predefined set of rules and text patterns

to identify different elements of the research document. Hence, a huge set of rules

has to be maintained for diversified datasets. Therefore, the underlying problem

with these approaches makes them hard to manage any conflicts for the overlap-

ping rules. Furthermore, domain-specified knowledge is required to apply them to

a diverse dataset.
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2.2 Machine-Learning Based Techniques

The previous approaches used classification, clustering, sequential, semi-supervised,

and neural network-based machine learning models to extract metadata from re-

search articles. The machine learning approach using classification models for

metadata extraction requires a pretraining of the model is required by tagging

data based on unique features. A limited number of unsupervised machine learn-

ing algorithms are used for metadata extraction as clustering algorithms are not

well suited in such cases. Deep learning-based algorithms RNN and CNN are used

for metadata extraction and OCR-based files’ feature labeling. This subsection

discusses these approaches in detail.

2.2.1 Classification

Tkaczyk et al. proposed their framework CERMINE [46], to compare its bib-

liographic metadata and layout metadata extraction technique with popular ap-

proaches like PDFX, GROBID, ParsCit, and PDFExtract [47]. The framework ex-

tracted metadata using SVM and heuristics and extracted bibliographic metadata

using K-means clustering and CRF. We evaluated our approach with CERMINE

on the selected dataset and sectLabel dataset that we have presented in section 4.2.

Granitzer et al. investigate the use of two-stage Support Vector Machines and

Conditional Random Fields to remove noisy and imperfect data with a combi-

nation of heuristics on real-world systems like ParsCit, CRF, and the Mendeley

Desktop, for automatic extraction of crowdsourced bibliographic metadata [48].

Tkaczyk et al. presented an adaptive modular workflow for extraction of metadata

from born-digital and scanned scholarly articles [49]. The technique distributes the

full content of the article into zones and it further uses 33 features to implement
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reference tokens, The approach implemented a smoothing technique to implement

HMM and CRF as a reference parser for bibliographic content.

Do et al. introduced Enlil that uses CRF to identify authors and author affilia-

tions and SVM to discover the relationship of authors with their respective insti-

tutions [50]. The technique uses three datasets to evaluate their approach using

ACM Digital Library, Association for Computational Linguistics’s corpus (ACL),

and selected journal articles from cross-disciplines. Finally, the study identifies

the co-author network from extracted information.

2.2.2 Clustering

Kiss and Strunk proposed an effective system to detect sentence boundaries us-

ing unsupervised machine learning methods [51]. To detect language-independent

sentence boundaries by using abbreviations, sentence starters, initials, and ordinal

numbers on eleven different languages. They evaluated their approach with the

state-of-the-art using a corpus of articles, newspapers, and periodicals.

Klampfl et al. proposed an unsupervised approach hierarchical agglomerative

clustering (HAC) [52], a bottom-up approach to extract presentation optimized

scientific documents without structural information [53]. The approach extracts

adjacent text blocks from the PDF file by identifying the geometrical relationship

and further classifies them to originate logical structures. The back draw of the

approach is its time complexity O(n3) and inability to extract metadata from ar-

ticles with diversified publication styles.

Tsai et al. used an unsupervised bootstrapping algorithm for categorization and

identification of the scientific research by transforming citation contexts into coher-

ent concepts. The technique improved the concept of citation graphs by identifying
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techniques, concepts, relations, trends, and applications [54].

Epp et al. proposed a grammar-based active wrapper and unsupervised aspect

extraction technique to extract results that are reported in statistical form, from

the scientific articles in the domain of Psychology [55]. The approach is evaluated

on the CORD-19 dataset using the pipeline STEREO wrapper. Budhiraja et al.

conclude that the decision tree has performed the best to extract the headings

from digital research articles [56].

2.2.3 Neural Network (Classification)

Soto and Yoo presented an approach to visually segment important regions of sci-

entific articles using object detection method with contextual characteristics [57].

The system adapts the technique Faster R-CNN [58] for document layout discov-

ery to improve the accuracy of region detection. Initially, the system converts the

PDF file into a JPEG and extracts the image features by applying the ResNet-101

convolutional network and then use Faster R-CNN for metadata identification.

Rahman and Finin proposed a technique to identify different sections and classify

them to understand their meaning in the research document [59]. The model ex-

tracts the logical and semantic structure using deep learning techniques. Initially,

the system identifies different sections or headings using top-level, sub-section,

and sub-sub section headers by using ”Recurrent Neural Network” (RNN) [60]

and ”Convolutional Neural Network” (CNN) [61]. Next, the system performs se-

mantic identification of the sections using ”Long short-term memory” (LSTM)

and CNN. The comparison of metadata extraction is made with PDFx [9] and the

classification of sections are made with Tuarob et al. [37] on two datasets.

Rizvi et al. used Mask R-CNN to develop an approach DeepBiRD inspired by

the human visual perception and identifies references based on layout features in

a scientific publication [62].
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Madisetty et al. proposed a feature-based approach to extract inline mathematical

expressions that uses a hybrid algorithm that combines Bidirectional Long Short

Term Memory networks (Bi-LSTM) and Conditional Random Fields (CRF) [63].

Most recently, Boukhers et al. proposed an approach MexPub based on Mask R-

CNN that is trained on a large COCO’s PubLayNet dataset [64]. This approach

extracts metadata from the initial page of a PDF-based research article, by con-

verting it into a JPEG image. The approach works on the extraction of segments

of images and classifies them into different metadata elements. Finally, the ap-

proach is evaluated with the GROBID technique.

2.3 Graph-based Text Mining Techniques

According to Washio and Motoda [65], subgraph categories, graph invariants, sub-

graph isomorphism, solution methods, and mining measures are the theoretical

basis of graph-based approaches for text mining. Additionally, it also illustrated

graph-theoretical approaches for text mining are based on inductive logic program-

ming, greedy search, kernel function [66], inductive database, and mathematical

graph theory.

Cao et al. proposed a graph-based framework to extract the logical layout struc-

ture from large documents of research articles [67]. The proposed hierarchical

approach inserts the physical objects in sequential order in a tree and traverses

them to extract the logical document hierarchy. The corpus is composed of Chinese

financial, English financial, and arXiv datasets.

Gao et al. in their approach use a bipartite graph to extract metadata from

PDF files and named it SEB [68]. The representation of a graph is utilized as a

common structure to perform various tasks that include recovery of the reading

order, association among figures and captions, and extraction of metadata. The
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method of optimal matching (OM) is used to discover the global optima while

extracting page level and document level structural components. The system

finally stores and sorts a PDF file Table of content (TOC) and metadata into an

XML file.

Table 2.1: Metadata extracted by previous approaches.

Models
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Machine-Learning Based Techniques

MexPub X X X 7 X 7 7 7 7 7 7 7

MFCN X X 7 7 7 X X X 7 X X X
CERMINE X X X 7 X 7 7 7 7 7 7 X
Tuarob et al 7 7 7 7 7 X X X 7 7 7 7

Klampfl et al X X X 7 7 X X X 7 X X X
SectLabel X X X 7 X 5 X X X 7 X X X
ParsCit X X X 7 X 7 7 7 7 7 7 X
Dr. Inventor 7 7 7 7 7 X X X 7 7 7 X
PDFMEF X X X 7 X X X X 7 X X X
Enlil X X X X X 7 7 7 7 7 7 X
Tkaczyk et al X X X 7 X X 7 7 7 7 7 X

Rules Based Techniques

Ahmed et al 7 X X X 7 X 7 7 X X X 7

PDFX X X 7 7 X X X X 7 X X X
LA-PDFText X X 7 7 7 X X 7 7 7 X X
PDF Extract X 7 7 7 7 X X X 7 7 7 7

Déjean 7 7 7 7 7 X X X 7 7 7 7

Graph-Based Techniques

g-DICE 7 7 7 7 7 X X X 7 X 7 7

SEB X X 7 7 7 X X 7 7 7 X 7

Santosh proposed a graph base text mining technique g-DICE using “document

information content exploitation” [69]. The concept is based on three consecutive

phases that are graph initialization, graph mining, and graph learning. It con-

verted the content of the image-based digital document (OCR) to a graph and

then evaluates the text fields based on the graph mining approach. The main

objective of the system is to extract the content of the header, footer, vis, body,
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and table present in real-world industrial documents. The results show 90.80%

recall and 86.64% precision.

Finally, the list of metadata and content extracted by each model is presented to

have a better overview and comparison of all the models, as shown in Table 2.1.

The next section provides the comparison of previous approaches in structured

form.

2.4 Comparison of Approaches

Table 2.2 shows a comprehensive overview and comparison of most representa-

tive models that extract metadata from digital documents. In some case, the

information related to datasets and results is not available or clearly mentioned

in the literature. The technique adapted (machine learning, heuristic, and graph-

based) is mentioned against every model along with the dataset, type of documents

extracted (like PDF-based research documents, OCR-based documents, and news-

papers, etc) and the size of the dataset are shown after an in-depth analysis of

the literature. The year of publication, along with consolidated results and result

evaluation parameters is shown.

Table 2.2: The analysis of most representative techniques to extract metadata
from research articles.

Models /

Authors-

Year

Size /

Dataset

Evaluation

Parameter /

Result

Strengths Limitations

Machine-Learning Based Techniques

MexPub-

2021

100/

SSOAR

Pages

Micro F1 /

0.613

Mask RCNN is ap-

plied that is trained

on a COCO’s Pub-

LayNet dataset

The dataset is of 100

pages and the docu-

ment is initially con-

verted to JPEG from

PDF.

Continued on next page
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Soto &

Yoo-2019

822/ Jour-

nal Pages

Performance

Improvement

/ 16%

The technique use R-

CNN for document

layout discovery. Ex-

tracts the image fea-

tures by applying the

ResNet-101 convolu-

tional network and

then uses Faster R-

CNN for metadata

identification

The document is

converted from

PDF to Image for-

mat (JPEG). The

evaluation of each

component is not

present.

Rahman &

Finin-2019

- - The technique has

used RNN, CNN, and

LSTM based neural

networks to identify

the section headings

and subheadings of a

research document.

The description of the

training dataset is not

present. The authors

have not discussed the

evaluation of the ap-

proach.

MFCN-

2017

617/ IC-

DAR2015,

SectLabel,

DSSE-200

IOU, F1

scores/ NA

The authors have

categorized their

approach as a frame-

work of components,

which extracts the

metadata by utilizing

the classification

based algorithm.

The results are not

present.

CERMINE-

2015

1238/

PubMed,

PMC

Avg F scores/

77.50%

The CARMINE tool

is available online. It

is a state-of-the-art

approach that utilizes

SVM for structure re-

covery, and it applies

the clustering algo-

rithm for text mining.

The algorithm ex-

tracts a limited

number of metadata

elements from a re-

search article. The

training of the system

was done on pubMed

and PMC datasets.

So this approach

has limitations while

evaluating diversified

styled articles

Continued on next page
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Tuarob et

al-2015

117/ Cite-

seer

F1 scores/ 0.92 The approach present

solution for document

classification, cluster-

ing of citation, meta-

data extraction, and

indexing.

The approach only

performs for the Cite-

seer corpus.

Dr.

Inventor-

2015

40/ Au-

thor’s

Selection

F1 scores/ 0.8 The authors have

categorized this

approach as a frame-

work that is based on

a machine learning

algorithm

The features are not

well defined and a

few number of re-

search articles are se-

lected to evaluate the

approach.

PDFMEF-

2015

1000/ Cite-

SeerX

Throughput/

NA

The framework is a

collection of different

metadata extraction

approaches developed

by CiteSeerX team.

The framework only

works on CiteSeerX.

The performance of

the framework was

measured by the pro-

cessor throughput.

Klampfl et

al-2014

1000/

PubMed

Macro F1/

0.88

This technique has

proposed an unsuper-

vised approach algo-

rithm. It adopts the

hierarchical agglom-

erative clustering to

extract text blocks by

identifying their ge-

ometrical relationship

and further classify-

ing them into logical

structures.

The approach has

limitations while

evaluating diversi-

fied styled research

articles.

Enlil-2013 3143/

”ACL,

ACM

Author’s

Selection”

F1 Perfor-

mance/ p ¡

0.01

This appraoch utilizes

CRF to identify au-

thors and author affil-

iations and use SVM

to discover the re-

lationship of authors

with their institutions

The approach has

limitations while

evaluating diversi-

fied styled research

articles and has ex-

tracted a few number

of metadata elements.

Continued on next page
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SectLabel-

2012 [70]

39/ ACM Micro F1/ 0.93 This technique

is state-of-the-art

and tested on a

renowned gold stan-

dard dataset. It uses

Conditional Random

Fields for struc-

ture recovery and

metadata extraction.

The approach works

on plain text ex-

tracted from the PDF

file.

Tkaczyk et

al-2012

113/ CC-

BY Licence

Accuracy/

81.96

This approach

presents an adaptive

modular workflow

by implementing the

HMM and CRF as

a reference parser

for the bibliographic

content

The approach has

limitations while

evaluating diversi-

fied styled research

articles.

ParsCit-

2008

700/ Field

references

of Cora,

CiteSeerX,

and FLUX-

CiM

Avg F1 scores/

0.916

This approach has

adopted conditional

random fields to

extract bibliographic

metadata from re-

search documents

using a package that

parses the tokenized

sequences for labelled

bibliographic strings.

The approach relies

on sectLabel to ex-

tract the metadata

from the full text of a

research article.

Rules Based Techniques

Jiang-2018 - - This approach apply

template matching by

implicit format iden-

tification for the ex-

traction of metadata

from research articles.

This technique ex-

tracts a limited num-

ber of metadata ele-

ments. And no evalu-

ation of this approach

has been performed.

Continued on next page
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Ahmed et

al-2016

40/ ACM,

LNCS,

IEEE

F1 scores/ 0.74 The approach is win-

ner of semantic chal-

lenge SemPub2016

This approach is

non-expandable as its

based on PDFx.

Azimjonov-

2018

- - This system uses

characteristic fea-

tures to identify the

input PDF document

as a research article

or non research doc-

ument, and further

sorts and stores the

extracts metadata in

an XML file.

This technique ex-

tracts a limited num-

ber of metadata ele-

ments. And no evalu-

ation of this approach

has been performed.

PDFX-

2013

50000/Elsevier

1943/ PMC

F1 scores 0.807

0.502

This technique

is state-of-the-art

and tested on a

renowned gold stan-

dard dataset.

This approach has

extracted a few meta-

data elements and

does not perform well

on diversified dataset.

LA-

PDFText-

2012

251/ ACM,

PubMed

F1 scores/ 0.91 It’s a layout-aware

system that employs

textual content for

text mining in the

biomedical articles.

This approach is non-

expandable and it ex-

tracts a few metadata

elements.

PDF

Extract-

2012

-/ ACL - This system applies

heuristics to identify

the layout structure

of a PDF-based re-

search document.

This approach ex-

tract limited number

of metadata compo-

nents.

Déjean-

2006

13000/

OCR

Pages

F1 scores/ 0.91 This system groups

text components into

line segments, and

blocks by applying

heuristics and dis-

tance based upon the

geometric position of

characters.

The features are

not well defined

and approach is

non-extendable.

Continued on next page
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Graph-Based Techniques

g-DICE-

2015

3471/ OCR

Document

F1 scores/ 0.92 This system converts

the content of the

image-based digital

document (OCR) to

a graph and then

evaluates the text

fields using the graph

mining approach.

The approach has

limited metadata

extraction elements

and does not work

on diversified journal

layout styles.

SEB-2011 300/ Book-

pages

Avg F scores/

0.97

It performs the re-

covery of the read-

ing order, association

among

figures, captions and

table of content.

The system is tested

on limited dataset

of same formatting

style.

2.5 Research Gaps

The growth in the number of publications due to emerging fields has motivated

researchers to constantly improve techniques for automatic extraction, indexing,

and storage of metadata of research documents. We have performed an in-depth

analysis of these techniques as mentioned in the literature review section and the

overview of these techniques is present in Table 2.2. These approaches adopted

machine learning and heuristic-based models to extract elements and content of

the research papers like structure recovery, document metadata extraction, biblio-

graphic metadata extraction, etc. After analysis of these techniques, a few research

gaps are identified as mentioned.
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1. Previous techniques utilized datasets of research papers from similar pub-

lications and layout styles from a single domain. As presented in the lit-

erature review that ACM and MedPub have been common choices by the

state-of-the-art for metadata extraction. Mostly, journals from this corpus of

articles have identical layouts and composition styles. Therefore, these mod-

els accurately extract metadata from the same publishers. However, these

approaches have lesser accuracy when evaluated with dissimilar composition

and layout styles.

2. Previous metadata extraction techniques showed accuracy when evaluated

on research articles with similar publication styles. However, results showed

less accuracy while measuring the metadata output of research papers from

a different publisher. For example, the results showed a 0.807 f-score for

the PDFX approach when trained on the Elsevier dataset. However, while

testing the approach on PMC and sectLabel [70], the results were around a

0.5 f-score. Similarly, the Klamp et al. approach trained on the PubMed

dataset gave a 0.88 f-score, and when tested on the CEUR dataset, the result

was a 0.59 f-score. There is a need for robust metadata extraction technique.

3. A moderate size dataset of research articles is trained and tested by some

of the approaches for metadata extraction. SectLabel, Dr. Inventor, and

Ahmed et al. approaches have used a moderate dataset of approximately 40

research articles. Some techniques have utilized a few hundred research ar-

ticles. Consequently, such models suffer from overfitting and do not perform

well when a large number of articles are tested for metadata extraction.

4. The features used by the rule-based or machine learning-based techniques

are not properly identified, and their extraction method is not well defined.

Therefore, whether a feature has performed well for extracting a specific

metadata component cannot be evaluated. Further, reproducing a feature

to improve, evaluate, or compare its extraction method cannot be achieved.
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5. The previous techniques extract metadata by directly applying rules to the

metadata or tagging the metadata’s set of features for the machine learning-

based models. This method limits their ability to achieve scalability. Con-

sequently, extending the existing approach for performing on the dissimilar

formatting style becomes challenging. As new overlapping rules are required

to be developed for heuristic-based approaches or retagging of features is

required in the case of machine learning-based models.

6. The previous approaches extracted a few metadata elements to furnish spe-

cific requirements. Table 2.1 shows that previous techniques have extracted

metadata related to journal publication information or table of contents. It’s

a challenge to extract a great number of metadata elements and ensure the

accuracy of the extraction approach. As a result, the fewer metadata ele-

ments indexed by the publisher will provide limited options to the user to

search and enlist the required research articles.

The background and motivation of the thesis have explained that researchers

search and enlist scholarly articles using digital libraries and search engines. This

search is through the queries applied to the metadata elements stored and in-

dexed by these large corpora of scientific literature. Approaches developed using

heuristic or machine learning models extract metadata from research articles com-

posed in PDF format. In this chapter, the authors of the thesis have performed a

comprehensive review of the state-of-the-art metadata extraction techniques. The

research gaps suggest that previous methods use research articles of the same lay-

out and composition style. These approaches selected a few research papers from a

single publisher. The features used by these approaches are not well defined. They

extracted a few metadata elements and have limited ability to achieve scalability.

The next chapter 3 presents a detailed methodology to extract metadata from

research articles composed in PDF format. The proposed technique manages the

issues identified in the research gaps of this chapter.



Chapter 3

Extraction Algorithm

Note: The parts of this chapter have been published in the Journal.

This chapter describes the methodology for extracting the metadata from schol-

arly articles published in portable document format (PDF). This segment of the

thesis performs a detailed analysis of document structures and specifies the archi-

tecture of the proposed approach. The algorithm extracts the metadata in several

stages to achieve scalability and remove complexness. The objective of individual

steps is to focus on every task with clearly determined parameters. The proposed

modular approach allows the separate evaluation and enhancement of individual

components without engaging the overall system.

The devised algorithm handles a variety of scientific publications from multiple

domains with heterogeneous layouts and composition styles. Therefore, the ap-

proach is trained on research articles from diversified publishers. The parameters

and functions of different stages used by the proposed technique are clearly defined.

The algorithm extracts a considerable number of metadata elements identified by

previous metadata extraction schemes.

Figure 3.1 shows the stage-wise process flow of the proposed technique in an il-

lustration. The system automatically constructs the features that the machine

learning algorithm utilizes to extract the logical layout section. The extracted

40
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logical layout section provides the bases to extract the desired metadata. The

approach is comprised of the following stages:
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Figure 3.1: Overview of the proposed system methodology.

• Features Engineering (Section 3.2) :- The algorithm automatically gener-

ates features using textual properties and the geometric locations of the
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text blocks. This stage initially calculates local level features, and further

transforms them into generic features.

• Logical Layout Structure and Extraction (Section 3.3) :- The system tags

the obtained features from the previous stage to associated text blocks. The

SVM use these tagged chunks of textual blocks to extract logical layout

sections.

• Metadata extraction (Section 3.4) :-The final stage processes the logical lay-

out section to extract metadata in a structured output.

3.1 Dataset

This section presents the selection of benchmark datasets and the creation of the

curated dataset to evaluate and construct the proposed technique that can extract

metadata from research articles with diversified publishing styles.

3.1.1 CEUR Dataset

In order to develop a comprehensive model that can be used on diversified pub-

lishing styles, we chose ESWC 2016 challenge task 2 published dataset. Various

gold standard datasets from the ESWC challenge are available at the link1 along

with an evaluation tool. This dataset consists of research articles having diver-

sified formats and styles adopted from publishers like ACM, LNCS, and IEEE.

The dataset has two parts, first is the training dataset (TD), which consists of

45 research articles, and the second part test dataset (ED) consists of 40 research

articles. Initially, we used the training dataset (TD) of ESWC for model con-

struction. The evaluation of the model was done on the test dataset (ED). The

output of the ED contains 320 CVS formatted files. We evaluated the output of

the proposed system at different stages on basis of comparison done with the gold

1https://github.com/angelobo/SemPubEvaluator

https://github.com/angelobo/SemPubEvaluator


Extraction Algorithm 43

standard dataset. We have referred to this dataset as ds3. ESWC 2017 challenge

task 22 published a test dataset (TD) containing 40 research articles. Conference

organizers have not published an evaluation dataset (ED) along with an evaluation

of proposed techniques. However, we have also used the TD dataset to further

evaluate the performance of our proposed model.

3.1.2 sectLabel Dataset

Luong et. al (2011) proposed their system to extract metadata from research

articles and the dataset they have used, has gain popularity with the name of the

approach ”sectLabel”. The dataset is a benchmark with 40 research articles from

the computer science domain. The research papers are composed of different layout

styles to identify the document body’s logical layout. This corpus is composed of

the ”Association for Computing Machinery” (ACM) conferences and Proceedings

of the ”Association for Computational Linguistics” (ACL) from different years.

Most popular techniques have used this dataset to evaluate their approach. This

benchmark dataset is freely available online at the link 3 under research license by

the publishers. We have referred this dataset as ds2.

Constantin et al. [9] evaluated the performance of their proposed system PDFX on

the different datasets and compared sectLabel dataset to evaluate their approach

with state-of-the-art. Another, renowned approach Klampfl et at. [53] used sect-

Label to compare their approach with ParsCit [29]. Currently, ParsCit is using

the sectLabel approach to extract the logical layout as an input for the system.

Furthermore, Enlil [50] proposed by Do et al. built their technique based on sect-

Label and used this dataset to evaluate their system. Similarly, other techniques

have recognized this as a benchmark dataset.

We have used the dataset published by sectLabel to evaluate the metadata ex-

traction of our approach and compared these results with the results of sectLabel

2https://github.com/ceurws/lod/wiki/SemPub17_Task2
3https://parscit.comp.nus.edu.sg/sectLabelXML.tagged.txt

https://github.com/ceurws/lod/wiki/SemPub17_Task2
https://parscit.comp.nus.edu.sg/sectLabelXML.tagged.txt
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approach that were published by its authors in their research article.

3.1.3 Construction of Diversified Dataset

In the previous section, we have described a benchmark dataset consisting of 40

articles from ACM and ACL proceedings, and as discussed earlier that renowned

approaches had evaluated their techniques on this dataset. However, this corpus

had research articles from three different conferences. The year of publication of

these articles was before 2010, and also the research publications had logical layout

formatting styles with limited diversification.

We require a diversified dataset that has research articles from diversified journals

and has articles with different formatting and publishing styles to identify the

logical layout structural components. This will enable us to comprehensively eval-

uate our approach to extract the metadata. In this regard, a diversified dataset

is required that has research articles from different domains. It should consist

of different publishers from multiple domains that are publishing in different sci-

entific fields. The publishers must also contain different journals from different

areas, which have articles with diversified publication styles. Within the journals,

the papers must be published in different years, volumes, and issues to give the

dataset more diversification.

On the basis of our requirements, regarding the dataset preparation, We have

prepared a diversified dataset that has a collection of carefully selected diversified

articles with different publishing and formatting styles. The articles are selected

from different domains and are from renowned publishers. Where each publisher

contains different journals that are related to different scientific areas. The journals

have articles published in different years, volumes, and issues. In Figure 3.2, we

have presented our overall methodology to construct the diversified dataset that
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will be used to evaluate our metadata extraction approach and also use this dataset

to compare the results of the state-of-the-art approaches, We have referred to this

dataset as ds3.

Domain Selection
{Computer Science, management science, natural science}

Publisher Selection
{Elsevier, Springer, IEEE, ACM, MDPI}

Query Based Selection
{Data structures, Project management, algorithms, nanostructures etc.}

Journal Selection
{Bioresource, Jcheminformatics, Journal of cloud computing etc.}

Publication year selection
{2019, 2018, 2017 etc.}

Figure 3.2: Research Article selection flow for dataset

3.1.3.1 Selection of Research Articles

The first step for the creation of the diversified dataset was the selection of the

research articles. In this regard, initially, we selected domains from different areas

of study. The fields we picked are from three popular domains that are computer

science, natural sciences, and management sciences. As a recognized fact that
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many publishers and journals are operating in these fields. Therefore, we can

access a diversified corpus of the research articles. Another reason to opt for these

domains is the availability of the team of researchers that we hired to perform

metadata annotation of the research articles.

Based on the nominated domains, the next process was the selection of research

publishers who publish the articles in these domains. Out of many renowned jour-

nals, we selected a few publishers that are popular in cross domains publications

and also have diversified publishing styles. Table 3.1 presents the list of selected

publishers.

Table 3.1: The list of selected Publishers for curated dataset.

Title of the Publisher

Springer
Elsevier
Institute of Electrical and Electronics Engineers (IEEE)
Association for Computing Machinery (ACM)
Multidisciplinary Digital Publishing Institute (MDPI)

The journal offers topic or query-wise search options to select the area of research.

In the next process, by applying the topic search option and choosing the journals

as an output, we obtained the list of journals for the publishers that associate with

different areas of research from diversified domains. Table 3.2 shows the list of

the selected journals to obtain the required articles. The reason to choose various

journals from the same publisher is due to distinctive formatting and composition

styles. The final process of dataset selection was to acquire research articles from

different journals. The publication templates of journals changes over the period.

Therefore, we downloaded articles from different years, volumes, and issues. In

a few scenarios, the authors also do not observe the guidelines provided by the

journal. We also included articles with these differences in the final dataset, to

evaluate our approach over unseen problems.

We achieved the selection of research articles with diversified publication and for-

matting styles by following a comprehensive strategy. To avoid a biased evaluation
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Table 3.2: The list of selected Journals for the dataset ds3.

Sr # Title of the Journal
1. Applied Petrochemical Research
2. Bioresources and Bioprocessing
3. Chemistry Central Journal
4. Journal of Cheminformatics
5. Journal of Nanostructure in Chemistry
6. Journal of Magnetic Resonance
7. Journal of Quantitative Spectroscopy and Radiative Transfer
8. Photoacoustics
9. Talanta
10. Vibrational Spectroscopy
11. Applied Informatics
12. Human-centric Computing and Information Sciences
13. IPSJ Transactions on Computer Vision and Applications
14. Jouranl of Big Data
15. Journal of Cloud Computing
16. Security Informatics
17. Smart Learning Environments
18. Artifical intelligence
19. Neural Networks
20. Arab Economic and Business Journal
21. BRQ buisness research quarterly
22. Burnout Research
23. China Journal of Accounting Research
24. Climate risk management
25. European Journal of Family Business
26. European Journal of Management and Business Economics
27. European Research on Management and Business Economics
28. Future buisness journal
29. IIMB Management Review
30. International Strategic Management Review
31. Journal of Economics, Finance and Administrative Science
32. She Ji The Journal of Design, Economics, and Innovation
33. Asian Journal of Sustainability and Social Responsibility
34. Business Research
35. Frontiers of Business Research in China
36. International Journal of Quality Innovation
37. Journal of Global Entrepreneurship Research
38. Journal of Innovation and Entrepreneurship
39. Journal of Organization Design
40. Journal of Shipping and Trade

of our proposed approach, we equally distributed the total number of research ar-

ticles from selected publishers and journals in our final dataset.

3.1.3.2 Selection of Domain Experts

The second step for the creation of the ds3 dataset was the arrangement of the

domain experts and annotators. We hired six experts from the Capital University
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of Science and Technology, Islamabad. As in the previous subsection, we have

described the initial step as the selection of diversified domains. Our domain

experts are specialists in these domains and are Ph.D. students from different

departments of our university. They are already performing the literature review

by analyzing research articles from their field of research. Therefore, these experts

have substantial knowledge regarding the disciplines or topics in their research

domains. Also, they have a good understanding of the composition and structure of

the research articles. The domain expert has the knowledge of renowned publishers

and journals from their field of research. Based on the recommendation of our

domain experts, we achieved the chosen list of research articles with diversified

layouts and publication styles.

The domain experts performed three tasks for the creation of a diversified dataset

ds3. The first task was the selection of research articles from publishers of diversi-

fied domains and journals from different areas of research in a domain. The second

task was the line-wise tagging of logical layout structural components (LLS) of ex-

tracted content from PDF articles for eight different sections. The third task was

the annotation of the metadata of research articles, as mentioned in Table 3.12. In

the next subsection, we shall explain the process of annotation of research articles

with the assistance of domain experts.

3.1.3.3 Tagging and Annotation of Dataset

The third step to create the diversified dataset ds3 was the annotation and tagging

of logical layout structural components (LLS) and metadata of scientific research

articles. We assigned individual tasks, to domain experts to perform the annota-

tion of LLS and metadata. The first task to annotate LLS components requires

line-wise tagging of the text blocks. We gave PDF-based research articles to the

itext library, and the output was in the form of text blocks. We stored this output

and converted it into excel format files for the annotation of LLS components.

The team of annotators, assigned each line with an LLS tag. The range for the

number of lines per article is between 500 to 5000 lines. The annotators tagged
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all the lines with an LLS component by comparing them with original PDF files.

Table 3.3 shows the line-wise tagging of logical layout structures performed by an

annotator. We assign the same file to three different annotators and finally, we

calculated the Inter-rater agreement (Kappa) and the majority vote was consid-

ered as an acceptable result for the annotation. We used these annotated files

Table 3.3: Research Articles Logical Layout Structures annotations.

Text FontName FontSize IsBold IsItalic Top Bottom StartLineEndLine ClassLabel
A New Similarity Mea-
sure Based on Mean
Measure of Divergence

Times-Roman 12.94666 0 0 583.42566 570.479 52 484 TITLE

for Collaborative Filter-
ing in Sparse Environ-
ment

Times-Roman 12.94666 0 0 565.4214 552.47473108 428 TITLE

Suryakant Times-Roman 9.90045 0 0 541.1633 531.2629 193 340 AUTHOR
and Tripti Mahara Times-Roman 9.90045 0 0 541.1633 531.2629 193 340 AUTHOR
IIT Roorkee, Roorkee
247 667, India

Times 6.07794 0 0 520.35486 514.2769 212 324 AUTHOR

Abstract Times 6.90756 1 0 479.11856 472.211 46 77 ABSTRACT
Keywords: Times 6.83771 0 0 347.13727 340.2995646 82 KEYWORD
1. Introduction Times 7.67502 1 0 297.8279 290.1529 46 109 H1
Corresponding author.
Tel: +918894969853;
Fax: +91 1792 245362.

Times-Roman 6.09256 0 0 117.37946 111.2869 59 266 AUTHOR

E-mail address: Times 6.07793 0 0 107.90033 101.8224 56 104 AUTHOR
surya.dpt2015@iitr.ac.in Times-Roman 6.09256 0 0 107.91496 101.8224 106 180 AUTHOR
2. Related Work Times 7.67502 1 0 392.56958 384.8945646 114 H1
3. Proposed Similarity
Measure: CjacMD

Times 7.67502 1 0 277.54065 269.8656346 216 H1

4. Experiments Times 7.67505 1 0 679.1495 671.4744 46 109 H1
4.1 Data sets Times 7.59741 0 0 656.38544 648.788 46 98 H2
4.2 Evaluation measures Times 7.59741 0 0 544.6949 537.0975 46 142 H2
4.3 Experimental result
and analysis

Times 7.59741 0 0 361.80945 354.2120446 187 H2

Fig. 1. Performance
Comparison of Different
Approaches on ML-100
K Dataset: (a) MAE;
and (b) RMSE.

Times-Roman 6.09256 0 0 126.03496 119.9424 103 433 FIGURE

Fig. 2. Performance
Comparison of Different
Approaches on ML1M
Dataset: (a) MAE; and
(b) RMSE.

Times-Roman 6.09259 0 0 514.8738 508.7812 114 433 FIGURE

Fig. 3. Performance
Comparison of Different
Approaches on Each-
Movie Dataset: (a)
MAE; and (b) RMSE.

Times-Roman 6.09256 0 0 327.57175 321.4792 108 440 FIGURE

5. Conclusions Times 7.67503 1 0 176.0966 168.4215751 112 H1
References Times 7.67505 1 0 632.65076 624.9757 43 87 REF

for the implementation of the machine-learning algorithms. The machine learning

models are trained on this dataset to identify different logical layout structural

components. As we have already discussed in section 3.2, the stored text blocks

along with features and the annotated files are used to select a machine-learning

algorithm to identify different LLS.

The final task for the annotation team is to generate metadata files. We used

these files to test and train the final output of our approach. We provided the

annotators with a template of excel files. The template consists of excel files related

to individual PDF-based files. The task is to physically examine the PDF files and
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Figure 3.3: Research Article’s metadata annotated file to identify paper meta-
data, keywords, and section headings.

identify the metadata elements based on the publisher’s templates and then fill

the templates of excel files with the identified metadata element. The Figures 3.3

and 3.4 show the metadata annotated excel files. We provided the same excel

files and PDF research articles to three different annotators. We calculated the
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Figure 3.4: Research Articles metadata annotated file to identify authors and
affiliations, figures, and tables captions.

Inter-rater agreement (Kappa) regarding the metadata annotations. We selected

the metadata elements with 100% Inter-rater agreement (kappa) and rechecked by

ourselves for the elements with kappa above 60%. We used another excel-based

template file to get the summary of annotations publisher-wise, which we have

used for the comparison of metadata extraction evaluation

The flow of the selection of the articles has ensured that the PDF files are selected

from diversified publishers by a group of experts. We achieved our goal to select

a comprehensive dataset for diversified domains of different journals for renowned

publishers. The total number of articles with diversified publication and layout

styles is 500. For the training and the evaluation purpose, we have distributed the

dataset into equal parts as already referred to as ds3.



Extraction Algorithm 52

3.2 Features Engineering

”The answer of the RQ2 is presented in this section”.

RQ2: How to devise a strategy to extract features from papers published by the

diversified journals and how to select an optimum set of features from the identified

features?

We have performed the comprehensive analysis of previous approaches that ex-

tract the metadata and layout components using rule-based and machine-learning-

based techniques. In this regard, we also performed the comprehensive review of

approaches to find the features that were used in their techniques. In Table 3.4,

an evaluation matrix of features used by different approaches has been presented.

However, in most scenarios, the mechanism to extract the features are not defined

by the approaches [9, 43, 44, 46, 49, 57, 59]. The techniques have not shown which

exact feature they have used and what metadata elements the feature has helped

to extract? It is also unclear that either the mentioned features were extracted

manually or they applied techniques like heuristics or template matching. More-

over, the details of extraction and evaluation are not presented by the previous

approaches.

Therefore, we have to build a strategy to effectively extract the features that will

be used by the machine learning approaches to extract logical layout structures in

the next stage. The logical layout structures are different structural components

of the research articles that are helpful for a reader to correctly differentiate the

content of the research articles. We have categorized different structural compo-

nents into eight different sections. These are the title section, authors section,

headers and footers, acknowledgment section, table section, figure section, section

and subsection headings, and body/paragraphs.

We shall extract these logical layout structures by using machine learning ap-

proaches. The machine learning approaches will be provided with LLS annotated

text blocks and final feature sets extracted in this section to train and evaluate
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Table 3.4: The list of text features adapted to train models for the extraction
of metadata

Ahmed
et al

PDFX LA-
PDFText

Klampfl
et al

sect
label

SEB CERMINE S.Tuarob
et al

PDF
Extract

Tkaczyk
et al

Enlil FlagPDFe

Approach RB RB RB ML ML GB ML ML, RB RB ML ML ML

Font Features
Font Name √ √ √ √ √ √ √ √ √ √ √ √
Font Size √ √ √ √ √ √ √ √ √ × √ √
Is Bold √ × √ √ √ × × × √ × √ √
Is Italic √ × √ √ √ √ × × × × √ √
Font Orientation × √ × × √ × √ × × √ √ √
Line Number × √ √ √ √ √ √ × √ √ √ √

Typological Features
All Capital √ √ × √ × × √ √ × √ √ √
Initial Capital √ √ × √ × × × × × √ √ √
Initial Numeric √ √ × √ × × √ √ √ × √ √
Special Characters √ × √ √ √ √ √ × √ √ √ √
Is Figure √ √ √ √ × √ × × × × √ √
Is Table √ √ √ √ × × × × × × × √
Keyword √ √ √ √ √ √ √ × × × √ √
Last Character × × × √ × × × × × × × √
Line Length × × × × √ √ √ × √ × × ×
Under Line × × × × √ × × × × × × ×
Paragraph Tag × × × × √ × × × × × × ×
Page Number × × × × × √ √ × √ √ √ √
Lower Case × × × × √ √ × × √ × √ ×
Word Distince × × × √ × × × √ × × × ×
First Character × × × × × × √ × × × √ ×
Mix Case × × × √ √ √ √ √ √ √ √ ×

Novel Features
Column Number × × × × × × × × × × × √
Alignment × × × × × × × × × × × √
Start Indent × × × × × × × × × × × √
End Indent × × × × × × × × × × × √
Page Top Distance × × × × × × × × × × × √
Page Bottom Distance × × × × × × × × × × × √
Previous Line Distance × × × × × × × × × × × √
Next Line Distance × × × × × × × × × × × √

the models. The LLS are published in diversified layout and formatting styles,

and the required metadata that needs to be extracted is placed in LLS. Therefore,

to develop an approach that can extract LLS from diversified publishers, we need

to develop a set of generic features that plays an important role in effectively to

extract logical layout structures.

In the next stage, we shall process these extracted logical layout structures (LLS)

to extract the metadata of the research articles. The accuracy of the metadata ex-

traction dependent upon the correct extraction of logical layout structures. Meta-

data extraction is the final task of our proposed approach and we shall present it

in section 3.4 and section 4.2 of this thesis.

To evaluate RQ2, we have proposed a three stage process to extract features of the

text block as shown in Figure 3.5. In sub sections, we shall discuss the proposed

methodology of each stage in detail.
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Figure 3.5: The methodology diagram to extract features set associated to
text blocks used for extraction of the logical layout structures using machine

learning.

3.2.1 Physical Layout Extraction

A PDF file is composed of raw binary data without any associated metadata

and logical structural information that identifies different layout categories of the
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content. Therefore, the first process is to extract the textual information from

the PDF file. For this purpose many open source off line libraries are available

(like PDFBox4, poppler5, JPod6 and itext7) to extract the textual content of the

PDF file as the stream of characters. This stage we used itext [10] open source

java library that provides faster and reliable method to extract PDF file. Unlike

other processing tools that extract text as text glyph or stream of characters, itext

extracts chunk of textual elements that reduces resources and computational cost.

Further, itext implements advance strategy to extract structural components that

are text chunks in sorted order, text font properties, geometric locations, raster

images, page numbers, and vector graphics.

The text chunks are retrieved, encapsulated in boundary boxes that identifies their

geometric position in form of (x, y) coordinates on the page along with height and

width. Further, it constructs words from chunks of text and lines from words

and finally text blocks. The itext library sorts the chucks of text in a reading

order based on adjunct neighbors and reads in columns from left to right and

top to bottom. The itext library returns font attributes like font name, font size,

bold, italic, orientation etc. We used these attributes to generate font properties

feature-set.

3.2.2 Column Style Identification

The research documents are composed in single or double column style. This

process identifies the column style of the document in order to determine the

boundary of the main text body. The column layout style further helps to identify

the geometric position and layout properties of the text blocks. The process first

calculates the right and left outermost margins of the page. The left outermost

margin calculated by the MODE of minimum values of text blocks geometric start

point, and the right outermost margin is calculated by the MODE of maximum

4https://pdfbox.apache.org/
5https://poppler.freedesktop.org/
6https://www.openhub.net/p/jpodlib
7https://itextpdf.com/

https://pdfbox.apache.org/
https://poppler.freedesktop.org/
https://www.openhub.net/p/jpodlib
https://itextpdf.com/
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values of text blocks geometric end value. Thereafter the process calculates the

number of columns present in the document. The process starts from left outer-

most margin and calculates MODE of maximum values of text blocks geometric

end value. If the value is equal to right out most margin, the process stops, else

process again computes the MODE of minimum values of text blocks geometric

start point, till it finally reaches the left outer margin.

3.2.3 Correct Reading Order

Initial systems used X-Y cut algorithm that utilizes the geometric location of

page segments in top-down approach. Another affective technique is Docstrum

algorithm and its enhanced models that are bottom-up approach, which extract

text blocks through K-nearest neighbors clustering. The output of the itext library

is mostly in correct sorting and reading order; however, in few scenarios it can have

slight irregularities while extracting the text reading order and font properties.

The main cause of reading order irregularity is due to in-text citations, algorithms,

tables content, vector graph based figures content, special characters and floating

text objects.

Figure 3.6 demonstrates the reading order of itext library with the help of con-

nected lines over text blocks. We slightly adjusted reading orders for text chuck

comprising of in-text citations and special characters based on thresholds derived

from layout of neighboring text chunks, adopted a similar approach. The process

derives words from received scattered chunks of text and on basis of geometri-

cal location and physical distance among them. The words grouped together to

formulate lines while retaining the text features of individual text chunk. This

process produces plain texts having no relationship between words and lines and

paragraphs. Furthermore, the process computes page number and line numbers.

line numbers originated by computing the reading order of text blocks, and ren-

dering order of the content of text blocks. Text with same geometrical position

and column had same line numbers. The process therefore placed the context in

a symmetrical correct reading order.
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3.2.4 Physical and Logical Layout Evaluation

The process finally produce text blocks with geometric locations and reading or-

der, page numbers, line numbers, font attributes, images with geometric location

and floating objects. This vital information provides bases for next stage to ex-

tract physical layout of the document and further identifies different features of

text blocks to extract logical structural layout.

The logical layout that determines the document’s layout categories comprised of

title, authors and affiliation, figure and captions, tables and captions, heading and

levels, paragraphs, bibliography etc. A PDF file most often lacks metadata tag

associated to an individual logical layout category to support automatic retrieval

or identification of required content. We have developed a framework, which ad-

dress this core issue by extracting the logical structure categories of PDF-based

research article, and finally generates layout aware RDF files in order to perform

semantic queries.

3.2.4.1 Font Properties

The itext library extracts the font properties of the text characters or chunks

from a PDF file. However, the font name contains all the font information hav-

ing concatenated itext font code, font family name, bold or italic information,

which requires further processing to extract individual font properties. Most of-

ten, individual categories of text blocks possess different font features, like section

headings composed in bold or italic to mark as prominent. Based on font families

there is variation in identification of the bold and italic properties. As Times,

Arial, SegoeUI and Nimbus etc font families contain “bold” or “italic” keywords

and Computer Modern “CM” fonts has BX for bold and TI for italic font style

as represented in Table 3.5. The fore or background color can be identified but in

case of research documents, this feature is of least significance. The itext library
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Table 3.5: Font names and style extracted by itext library for document font
style.

also extracts the vertical and horizontal orientation of the text block.

3.2.4.2 Text Location

The column style helps determine the text location features of text blocks based

on the presence of text block or line in a column. During the identification process

of external boundaries the single or double columns styles were identified, in this

stage the text blocks location in a column is defined. The documents with single

column style have text blocks existing in column number one. However, with

double column style a text block can exist in column number one or two, and text

block that do not resides in any column is assigned with column number zero like

title etc. The In Column feature has the information regarding column number

of a text block. The align feature identifies the left, right or center alignment of

text block with in a column. Figure 3.7 represent the identification of alignment

of text blocks where the main section heading is center align within a column and

starting line of each paragraph is right align and rest lines are left align. The
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Figure 3.7: Alignment feature of the text blocks within a column.

distance of starting point of text line with reference to column start is present in

start indent feature and ending point distance from column end is present in end

indent feature.

3.2.4.3 Neighbor Distance

The reading orders helps to assign line numbers to individual text line. The line

number enables the system to identify the sorted order of main body content,

sections heading and bibliography. However, the sorting of table numbers and

figure numbers cannot be guaranteed. The feature measuring distance of line

from top and bottom of page calculates the sorting order of the content; also,

this feature enables the system to identify text blocks that are composed close to

the far boundaries of the page. The distance from adjacent lines helps to identify

continuity among text block to form paragraphs. However, this parameter is

conclusive when the Font properties are same between distinct text blocks. Like

section heading, figure and table caption have same text size and font properties

as compared to body text as illustrated in Figure 3.8 and Figure 3.9.
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Figure 3.8: The text blocks share common text properties, but the figure cap-
tion distance from paragraph is more as compared to distance among paragraph

lines.

3.2.4.4 Font Typography

The font typographical features facilities in the identification of Title, section head-

ings and levels. Research articles have section heading in different typographies

where heading has text in capital case or title case format, here the identification of

initial capital words require some preprocessing as they may contain prepositions

in small case letters. Therefore, we excluded the prepositions and then checked

the initial capital phrases.

In Table 3.5, these text case features are found in the section heading or title of

research article. Another, important typographic feature is the initial numeric

values to define the heading number or heading level. The heading numbers are

defined by either a numeric value or a roman value as shown in Table 3.5. The sub

headings in such scenarios have outline numbering styles, the system counts the

number of dots and eliminates if it is present at the end of the number hierarchy.
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Figure 3.9: The text blocks share common text properties, but the table cap-
tion distance from paragraph is more as compared to distance among paragraph

lines.

Table 3.6: The text blocks showing different font typographical styles adopted
by the publishers to present headings and levels.

3.2.4.5 Lexical Properties

The research documents has meaningful content that enables the system to identify

the logical layout components. It has been observed that keywords based search
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like “Abstract”, “Reference”, “Bibliography”, “General Terms”, “Keywords” and

“Acknowledgments” etc can be an effective method to identify the relevant sec-

tions. Therefore, the content before “Abstract” most often contains the title sec-

tion of the document. Similarly, the content after the “reference” heading will

have bibliographic information. The Acknowledgment section contains the fund-

ing sponsors for the project, and we shall use it in later part to extract funding

Agency.

The figure or table caption always starts with keywords like “Fig”, “Figure”,

“Viz”, “Graph”, “Tab” and “Table” etc. However, such keywords may exist at

start of a paragraph but combination of these keywords along other textual fea-

ture can be helpful to identify captions. Email’s always have “@” character and

efficiently build regular expression on text lines with these special characters can

detect correct emails addresses.

3.2.5 Features Set Extraction

After performing detailed analysis of logical and physical components, we trained

the system to extract features using physical layout structure. Table 3.7 has the

list of features along with the data type, on which machine learning algorithm with

be trained and evaluated. In this subsection we shall discuss extraction strategy

for each feature.

3.2.5.1 Font Features

The text chunks extracted by itext library have associated font name, coordinates

of geometric boundary boxes and orientation. The font name is composed of

four parts those are code, font family name, bold text and italic text. We have

ignored the code part and concentrated on next three parts of the font name.

We performed comprehensive analysis of all the font names extracted with text

chunks of ds1. A regular expression is used to segregate font family, bold and

italic property. However, this regular expression is based on complex scenarios as
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Table 3.7: Features associated to text blocks in order to identify logical layout
content of research paper

Feature Name Description
Font Properties
Font Name Name of the font (e:g Times New Roman)
Font Size Floor rounded size of font.(e:g 11)
Is Bold The font style is bold
Is Italic The font style is italic
Font Orientation Horizontal or vertical orientation of font
Text Location
Align Text block aligned from column (left, center,

justify or right)
Column Number Text block exists inside column boundaries
Start indent Intending space from start of column
End indent End of line distance from end of column
Neighbor Distance
Line Number The line number of the text
Page Top Distance The line distance from the top of page
Page Bottom Distance The line distance from the bottom of the page
Previous line Distance The geometric distance from the previous line
Next line Distance The geometric distance from next line
Font Typography
All Capital The text has all capital letters
Initial Capital The text has initial capital letters
Initial Numeric The text start with numeric
Initial Roman The text start with a roman value
Numeric dots The number of dots in numeric values (e:g

1.1.1 = 2)
Lexical Features
Special Characters Contains special characters like (:, @ ; [ ] -

etc)
Is Figure Starts with keywords (Fig, Figure, viz etc)
Is Table Starts with keywords (Tab, Table etc)
Keyword keywords (Abstract, Reference, Bibliography

etc)
Last Character The last character of the line.

itext library do not have a standard way to represent the font text information,

as shown in Table 3.5.

The font size cannot be accurately calculated, but the height of text can be used

as a replacement with the size of the text. As already discussed the height can

be measured with the help of distance between top and bottom coordinates of
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boundary boxes. Finally, itext library output the text orientation as a binary

value, where 0 is for horizontal and 1 is for vertical.

3.2.5.2 Text Location Based Features

The text location features are fully dependent on the column layout style. We

have already discussed column identification in detail in external boundary iden-

tification section. The “column number” declares the position of text block. All

the text blocks which are in the single column style papers are marked as 1. For

double column style papers the text blocks in left column are marked as 1, the text

in the right block is marked as 2 and rest text is marked as 0. However, all the

text block must reside inside the external boundary. The start and end indent are

the geometric distance of text block from the start and end position of the column

it resides. The Alignment of text block is calculated on the bases of column they

reside. If the start position of text block is equal to start position of the column

and end position is less from end position of the column, then the text block is

left align. If the start position of text block is greater than the start position of

column and end position of text block is equal to end position of column, then

the text block is right align. If both start and end position of text block is equal

to start and end position of the column, then the text block alignment is justify.

Finally the start position of text block is greater than start position of column

and end position is less than end position of column, then text block is measured

as center aligned.

3.2.5.3 Neighbor Distance based Features

The neighbor distance depends on the line and page level geometric positions. The

line number of a text line is calculated after the identification of column number

identification and text blocks are in correct sorting order. “Page Top Distance”

feature is measured by calculating the geometric distance from top coordinates of

text block from bottom coordinates of the header section. Similarly “Page Bottom
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Distance” feature is measured by calculating the geometric distance from bottom

coordinates of text block from top coordinates of the footer section. Finally the

previous and next line distance is measured by calculating the distance of top

coordinates of text block from bottom coordinates of previous text block and the

distance of bottom coordinates of text block from top coordinates of next text

block respectively.

3.2.5.4 Font Typography and Lexical Features

The regular expression to encode the ASCII character of text can be used to

determine the typography features of the text block. If all the character of text

block ASCII values are in uppercase then that text block is marked as “all capital”.

If the first character of each word is in upper case and rest in lower case, then the

text block is marked as title case, however preposition are not included. Similarly,

regular expression on initial characters of text block can help identify the roman

cases. Finally, the initial integer values and dot between them can be marked as

initial numeric and numeric dot features of text blocks. The lexical feature set is

identified by using special keywords and special characters present in text block.

3.2.5.5 Feature Extraction Algorithm

The initial step of the feature extraction algorithm is the identification of document

column style. A single or double column identification helps correct the sorting

order of text blocks and correct the reading order of the article. The column

style identifies the boundary margin of each column that help in creating text

location-based and neighbour distance-based features. The algorithm 1 detects

the right and left outermost margins of the document and takes the extracted

content of RAW pdf file as an input parameter ‘textPDF’. The algorithm stores

the geometric location of the left most outer margin in Xmin and the rightmost

outer margin in Ymax variables. The statistical mode funcation calculates the

left and right most common geometric locations of all the text lines. These Xmin,
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Ymax and textPDF variables are used in Algorithm 2 where document columns

are identified. The number of columns and their respective margins are stored in

Columninfo datatype. Finally, Algorithm 3 measures the header and footer area

of the document based upon the Columninfo datatype.

Algorithm 1 Left Right Margins

1: function Main Margin Detection(textPDF)
2: X min ← MODE ( Σ textPDFi MIN (LeftGeoLocation))
3: Y max ← MODE ( Σ textPDFi MAX (RightGeoLocation))

Algorithm 2 Column Margins Detection

1: function Column Margin Detection(textPDF,Xmin, Ymax)
2: Main Margin Detection(textPDF)
3: minCol ← X min
4: maxCol ← nil
5: colNum ← 0
6: while maxCol ≤ Y max do
7: ColNum ++
8: maxCol ← MODE(Σ MinCi MAX (RightGeoLocation))
9: Columninfo [colNum, minCol, maxCol]

10: if minCol < maxCol then
11: minCol ← maxCol

Algorithm 3 Header Footer Margins

1: function Header Footer Detection(Columninfo)
2: X Top ← MODE ( Σ Ciε Columninfo MAX (TopGeoLocation))
3: Y Bottom ← MODE ( Σ Ciε Columninfo MIN (BottomGeoLocation))

The second step creates font-based features, as presented in Algorithm 4. The

“Font Features Extractor” takes an input of extracted pdf content by the third-

party library (itext/ PDFExtract) as mentioned in the prior section of this chapter.

The algorithm mention “Text PDF” as the data structure, which stores the output

of extracted PDF file. This data structure is an array list that contain attributes

”Full Font Name”, ”Plain Text”, ”Orientation”, ”Page Number”, ”Top Location”,

”Bottom Location”, ”Start Location”, and ”End Location”. Algorithm 4 presents

the scheme to generate features based on font properties. The input variable

”textPDF” to the function is the extracted content of the PDF file. It calculates
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Algorithm 4 Font Features Extractor

1: function Font Feature Extractor(textPDF)
2: BoldRegExp ← `BOLD|CMBX|\ −B|TIMESB|\.B′
3: ItalicRegExp ← `ITAL|CMMI|\ − I|IT |TIMESI|\.I ′
4: TrimFontCode ← `(? <=ˆ.......)(.∗)′
5: i ← 0
6: while i < textPDF.length do
7: TextBlockId ← textPDF[i].TextBlockId
8: FontSize ← round(textPDF[i].BottomLoc - textPDF[i].TopLoc)
9: Width ← round(textPDF[i].EndLoc - textPDF[i].StartLoc)

10: FontFullName ← textPDF[i].FullFontName
11: FontOrientation ← round(textPDF[i].Orientation)
12: if FontOrientation = 0 then
13: if Width < FontSize then
14: FontOrientation ← 1
15: else
16: FontOrientation ← 0
17: RemoveCode ← replace(FontFullName,TrimFontCode,`´)
18: Font ← replace(RemoveCode,BoldRegExp,`´)
19: Font ← replace(Font,ItalicRegExp,`´)
20: FontName ← Font.Map(FontNameList)
21: if REGEX(FontFullName,BoldRegExp) then
22: IsBold ← 1
23: else
24: IsBold ← 0
25: if REGEX(FontFullName,ItalicRegExp) then
26: IsItalic ← 1
27: else
28: IsItalic ← 0
29: FontFeature.Push(TextBlockId,FontName,FontSize,
30: IsBold,IsItalic,FontOrientation)
31: i ← i+1

32: Return textPDF.Append(FontFeature)

the font size by measuring the difference between the text block’s bottom and top

geometric locations. Similarly, the difference between the start and end geometric

locations helps calculate the width of the text block. The orientation of the font is

also present in the extracted file. The system further checks for the fonts published

in a vertical style by comparing the height and width of the text block. The regular

expression defined in BoldRegExp and ItalicRegExp variables checks for bold and

italic keywords in the FullFontName variable. The algorithm generates the font

name feature by removing the initial seven-figure code, bold, and italic keywords.
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Algorithm 5 Text Location Features Extractor

1: function Text Location Feature Extractor
2: (textPDF, Columninfo)
3: i ← 0
4: while i < textPDF.length do
5: TextBlockId ← textPDF[i].TextBlockId
6: StartLoc ← textPDF[i].StartLoc
7: EndLoc ← textPDF[i].EndLoc
8: ColumnLocation ← find column(Columninfo, StartLoc,
9: EndLoc)

10: ColumnNumber ← ColumnLocation.colNum
11: LeftMargin ← ColumnLocation.minCol
12: RightMargin ← ColumnLocation.maxCol
13: if EndLoc > StartLoc then
14: if LeftMargin <> NIL OR RightMargin <> NIL then
15: StartIndent ← StartLoc -LeftMargin
16: EndIndent ← RightMargin - EndLoc
17: if StartLoc = LeftMargin & EndLoc = RightMargin then
18: Align ← 1
19: else if StartLoc > LeftMargin & EndLoc = RightMargin then
20: Align ← 2
21: else if StartLoc > LeftMargin & EndLoc < RightMargin then
22: x ← (RightMargin/LeftMargin)/2
23: y ← (EndLoc/StartLoc)/2
24: d ← y * 0.1
25: if (x-d) < y < (x+d) then
26: Align ← 3
27: else
28: Align ← 5

29: else if StartLoc = LeftMargin & EndLoc < RightMargin then
30: Align ← 4
31: else
32: Align ← 5
33: StartIndent,EndIndent ← NIL

34: else
35: ColumnNumber ← 0
36: Align ← 0
37: StartIndent, EndIndent ← NIL

38: else
39: ColumnNumber ← 0
40: Align ← 0
41: StartIndent, EndIndent ← NIL

42: TextLocationFeature.Push(TextBlockId,ColumnNumber,Align,
43: StartIndent,EndIndent)
44: i ← i+1

Return textPDF.Append(TextLocationFeature)
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Finally, the algorithm appends the font features stored in the FontFeature data

structure with the original extracted file.

Algorithm 6 Find Column Number

1: function find column
2: (Columninfo,StartLocation, EndLocation)
3: i ← 0
4: while i < Columninfo.length do
5: minCol ← Columninfo[i].minCol
6: maxCol ← Columninfo[i].maxCol
7: if StartLocation ≥ minCol & EndLocation ≤ maxCol then
8: return ColumnLocation = Columninfo[i]

9: i ← i+1

10: return ColumnLocation.Push(0,NIL,NIL)

The location-based textual features use extracted file content and global docu-

ment column layout style, and column’s external boundaries. Algorithm 5 initially

checks for the column number of the received text block. For this purpose, the

function find column finds the location of the text block by utilizing the boundary

values. The algorithm uses the boundary values of the column and the start and

end geometric value of the text block to find the margin and alignment of the

text block. In algorithm 5, the value of attribute align represents the style of the

alignment.

Algorithm 7 Neighbor Distance Feature Extractor

1: function Neighbor Distance Feature Extractor
2: (textPDF,X Top, Y Bottom)
3: textPDF ← LineNumber Extractor(textPDF)
4: i ← 0
5: while i < textPDF.length do
6: TextBlockId ← textPDF[i].TextBlockId
7: PageTopDistance ← textPDF[i].Top - X Top
8: PageBottomDistance ← Y Bottom - textPDF[i].Bottom
9: PreviousLineDistance ← textPDF[i].Top - textPDF[i-1].Bottom

10: NextLineDistance ← textPDF[i].Bottom - textPDF[i+1].Top
11: NeighborDistanceFeature(TextBlockId, PageTopDistance
12: PageBottomDistance, PreviousLineDistance, NextLineDistance)
13: i ← i+1

14: Return textPDF.Append(NeighborDistanceFeature)
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The value 1 means the block alignment is justified, the value 2 means the text

is right-aligned, the value 3 means centre alignment, the value 4 means the left

alignment, 5 represents no alignment, and value 6 represents out of alignment.

Finally, the algorithm append these features with the original extracted file.

Algorithm 8 LineNumber Extractor

1: function LineNumber Extractor
2: (textPDF)
3: textPDF Page ← textPDF[TextBlockId, PageNumber,Top, ColumnNum-

ber]
4: MaxPageNumber ← textPDF Page.Maximum(PageNumber)
5: i ← 0
6: while i < MaxPageNumber do
7: PageInfo ← textPDF Page.Locate(PageNumber=i)
8: Column1 ← PageInfo.Locate(PageNumber<2)
9: TextColumn1 ← Column1.SortBy(Top)

10: PageNumberBlock.Push(TextColumn1)
11: Column2 ← PageInfo.Locate(PageNumber=2)
12: TextColumn2 ← Column2.SortBy(Top)
13: PageNumberBlock.Push(TextColumn2)
14: i ← i+1

15: j ← 0
16: while j < PageNumberBlock.Length do
17: PageNumberBlock[LineNumber] ← j
18: j ← j+1

19: textPDF.Append(PageNumberBlock[LineNumber])
20: return textPDF

The neighbour distance features use the top and bottom margins of the research

article. Likewise, The line number of the article’s lines needs to be correctly iden-

tified to measure the line distance features. In algorithm 7, the number extractor

function performs the task of line number identification. The Line number ex-

tractor function performs the task of identifying the line number of a text block.

Line number identification is essential for the algorithm to measure the distance

between adjacent lines.

The line number extractor takes the page number, the top geometric position

of the text block, and the column number as an input parameter. Initially, the

system extracts page number wise text blocks. Further, the algorithm 8 extracts
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Algorithm 9 Font Typography and Lexical Features

1: function Font Typography Lexical Features(textPDF)
2: TitleCaseExp ← `\n\d \.? \s+([A-Z0-9]{1, 2}[a-z :\.,-]∗\s ) ∗ [\ˆ\x20-
3: \7E]′

4: AllCAPExp ← `\n\d \.? \s∗[- \p{Lu} : 0-9 \s&-]∗′
5: RomanExp ← `(n[IVX]∗\s([ \p{Lu}0-9\u2019\&-/]∗\s?)∗′
6: NoOfDotsEXP ← `\.{1, }′
7: NumericExp ← `ˆ[1-9]′

8: TableEXP ← `(TAB|TABLE|Tab|Table)(.(\s)—\s)[(1-9)\d{0, 1}
9: |MDCLXVI](.|\s|\n)′

10: FigureEXP ← `(FIG|FIGURE|Fig|Figure|V iz)(.(\s)—\s)[(1-9)\d{0, 1}
11: |MDCLXVI](.|\s|\n)′

12: SpecialCharEXP ← `([\:|\@|\[| \]|\;]{1, })
13: DuplicateExp ← `(.)\1′ , LastCharExp ← `.$′
14: KeywordExp← `ˆABSTRACT |Abstract|Keyword|KEYWORDS|ACK|
15: Acknowledgement|Reference|Ref |Bibliography `s+ . ∗ $′

16: i ← 0
17: while i < textPDF.length do
18: TextBlockId ← textPDF[i].TextBlockId
19: FullText ← textPDF[i].PlainText
20: AllCapital ← REGEX(FullText,AllCAPExp)
21: TitleCase ← REGEX(FullText,TitleCaseExp)
22: InitialNumeric ← REGEX(FullText,NumericExp)
23: InitialRoman ← REGEX(FullText,RomanExp)
24: NumericDots ← REGEX(FullText,NoOfDotsEXP)
25: SpecialCharacters ← Replace(REGEX(FullText,SpecialCharEXP),
26: DuplicateExp,`′)
27: if REGEX(FullText,TableEXP) then
28: IsTable ← 1
29: else
30: IsTable ← 0
31: if REGEX(FullText,FigureEXP) then
32: IsFigure ← 1
33: else
34: IsFigure ← 0

35: Keywords ← REGEX(FullText,KeywordExp)
36: LastCharacter ← REGEX(FullText,LastCharExp)
37: FontTypographyLexicalFeature.Push(TextBlockId, AllCapital,
38: TitleCase, InitialNumeric, InitialRoman,NumericDots,
39: SpecialCharacters, IsTable, IsFigure, Keywords, LastCharacter)
40: i ← i+1

41: Return textPDF.Append(FontTypographyLexicalFeature)

text blocks of columns 0 and 1. Then it sorts the text blocks based on the top

geometric position in ascending order. If text blocks of column 2 exist, then it
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repeats the process. By applying this method, the reading order of text blocks

gets corrected. Finally, algorithm 7 measures the distance between the current

text block from the page-top, page-bottom, preceding text block and successive

text block.

Algorithm 9 develops the font typography and lexical features by applying heuris-

tics to the plain textual content. The specialized regular expression fetches the

required textual content. The regular expression assigned to the TitleCaseExp

variable recognise the title case line, the AllCAPExp variable identifies the capital

case line, RomanExp variable determines that the initial characters of the line are

roman number and NoofDotsExp varible identifies the number of points. Sim-

ilarly, the regular expression present in TableExp, FigureExp, SpecialCharExp,

LastCharExp, and KeywordExp creates the lexical features.

Table 3.8: Time complexity of features extraction algorithms

Algorithm # Time Complexity
Algorithm 1 Left Right Margins O(n)
Algorithm 2 Column Margins Detection O(n2)
Algorithm 3 Header Footer Margins O(n)
Algorithm 4 Font Features Extractor O(n)
Algorithm 5 Text Location Features Extractor O(n2)
Algorithm 6 Find Column Number O(n)
Algorithm 7 Neighbor Distance Feature Extractor O(n)
Algorithm 8 Line Number Extractor O(n) +O(n2)
Algorithm 9 Font Typography and Lexical Features O(n)

In this section, we have proposed a scheme to automatically extract the features

from the research article with diversified publication styles and layout formats.

The feature set development algorithm utilized the curated dataset ds1 of doc-

uments with diversified layouts and formatting styles. The evaluators manually

verified the extracted features by the visual observation of the original PDF for

textual features and applied mathematical verification on geometric location-based

characteristics. Table 3.8 shows the time complexity of all the algorithms used for

feature extraction. Therefore, the over all time complexity of feature extraction

method for the proposed methodology is O(n2).
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Table 3.9: Evalution of the features extraction

Feature Name Recall Precision Fmeasure

Font Properties
Font Name 0.923 0.970 0.946
Font Size 1.000 1.000 1.000
Is Bold 0.962 0.971 0.967
Is Italic 0.958 0.944 0.951
Font Orientation 1.000 1.000 1.000

Text Location
Align 1.000 1.000 1.000
Column Number 0.996 0.900 0.946
Start indent 1.000 1.000 1.000
End indent 1.000 1.000 1.000

Neighbor Distance
line Number 1.000 1.000 1.000
Page Top Distance 1.000 1.000 1.000
Page Bottom Distance 1.000 1.000 1.000
Previous line Distance 1.000 1.000 1.000
Next line Distance 1.000 1.000 1.000

Font Typography
All Capital 1.000 1.000 1.000
Initial Capital 0.971 0.997 0.983
Initial Numeric 1.000 1.000 1.000
Initial Roman 1.000 1.000 1.000
Numeric dots 0.923 0.996 0.958

Lexical Features
Special Characters 1.000 1.000 1.000
Is Figure 1.000 1.000 1.000
Is Table 1.000 1.000 1.000
Keyword 1.000 1.000 1.000
Last Character 1.000 1.000 1.000

Results using the confusion matrix parameters to evaluate the extracted features

are present in Table 3.9. The training data of ds1 comprising of 250 articles were

tested manually by the domain experts and these results were consider as the final
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evaluated of feature extraction. This evaluation ensures that the features extrac-

tion algorithm has performed accurately. The results show that the algorithms

have extracted the geometric based features accurately. In a few cases, the third-

party pdf content extraction library did not correctly identify the font properties

of the text blocks, which also affected the output of font features. This section ex-

plains the scheme to extract different textual and geometric location base features

and evaluates the extraction results of these features from articles of diversified

publishers.

3.2.6 Features Ranking

Feature selection and Data cleaning is the first and most important action for

model designing is the data cleaning process and the selection of the features [71–

74]. The section process of features by a manual or automatic method contributes

to accurately predict the desired output or variable. The unnecessary features can

reduce the accuracy of the predictive model by creating the model to learn based

on irrelative features. The selection of features increases the model’s accuracy and

performance over high-dimensional datasets. The following are the advantages of

feature selection:

1. Improvement of Accuracy:The accuracy of the model improves when

misleading data is removed.

2. Reduction of Overfitting: The redundant data has more chances that

the model is built based on the noise.

3. Improves the Training Time: The lesser features reduce the time com-

plexity of an algorithm, hence the training process gets more efficient.

The below listed are the different features selection methods:
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3.2.6.1 The Removal of Features having a Low Variance

It’s a baseline method to perform selection of features [75]. This method eliminates

all those features whose variance does not meet a threshold. In equation 3.1 the

variable [X] represents the feature matrix and p denotes the threshold value like 0.8

to remove all the features with more than 80% of common values. This method as

a default, removes all features with zero-variance, i.e. commoned valued features

in all then samples.

V ar[X] = p(1− p) (3.1)

3.2.6.2 Recursive Feature Elimination RFE

An external estimator gives weights to the features (as example, the linear models’

coefficients), recursive feature elimination (RFE) [76, 77] performs the recursive

selection of smaller set of the features. Initially, the estimator model is trained

based on the initial set of features. Where for each feature the importance is

obtained either using the ”coefficent” or the ”feature importances” attribute. After

this, the prouning of lesser important features is performed from set of features

currentlt held. The recursive procedure on prune set is repeated untill required

number of features is finally obtained. For the optimal number of features the

cross-validation loop is executed on RFE.

3.2.6.3 Feature Selection Using ”SelectFromModel”

In this model, the features are removed or marked unimportant on bases of the

threshold parameter provided for important feature values and corresponding co-

efficients. ”SelectFromModel” is used with estimators as a meta-transformer after

fitting along with ”coefficent” or ”feature importances” attribute. The threshold

can be numberically assigned and their are in built heuristics for searching a thresh-

old by applying a string parameter. These heuristics are “median”, “mean”, and

“0.1 ∗mean” float multiples [78]. To set the limit on selected number of features,

a max features parameter can also be used along with the threshold.
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3.2.6.4 Feature Selection as Part of a Pipeline

A composite estimator is built using the combination of regressors, classifiers,

transformers, and other estimators [79]. For this purpose, the Pipeline tool is

used. It chains many estimators to as single and suites well while processing the

data with a known sequence of processes.

3.2.6.5 Univariate Feature Selection

This type of selection works by performing univariate based statistical test to select

the best features and works as preprocess for the estimator [80, 81]. Following are

the transform methods that includes routines for feature selection as an objects:

1. SelectKBest Selects the k highest scoring features and remove others [82,

83].

2. SelectPercentile It works on user-specified percentage for features with

highest scores and remove all others [84].

The ”false positive rate” [85] ,”false discovery rate” [86] , and ”family wise error”

[87] are univariate feature selection statistical tests.

GenericUnivariateSelect performs a configurable hyper-parameter strategy with

a search estimator for univariate feature selection. This enable it to select best

features [88, 89].

3.2.6.6 K-best Features

The authors have performed feature reduction by first converting categorical values

to numeric values while excluding non-convertible values, and used chi-squared

(chi2) to select K-best features. Chi-squared [90–92] calculates the statistical score

for every class and nonnegative feature.

χ2
c =

∑ (Oi − Ei)
2

Ei
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Where :

c = degrees of freedom

O = observed values

E = expected values

The score is used for the selection of n number of features for the highest values

from X while performing the chi-squared statistical test. They are required to in-

clude only class corresponding nonnegative features like frequencies and booleans.

The chi-square test by measuring the relationship between stochastic variables

removes the independent features that are most probably not relevant to the clas-

sification.

Figure 3.10: The Ranking of the top K selected features from ds3.1.1 using
chi-square (chi2)

As mentioned in Table 3.9, the feature extraction is evaluated on feature impor-

tance value for class labels from curated dataset 3.1.1. The Figure 3.10 shows final

selected features based on the ranking of features by utilizing chi-squared method

and top k selected features. Initially, the K value is set to 20 for each class label.



Extraction Algorithm 79

Then final features are manually selected based on the importance value above 20

for every each class label using K select method.

3.2.7 Summary

This section provide a comprehensive analysis of the features that will be used by

the machine learning algorithm, which will be presented in the next section. The

authors physically performed a detailed analysis of the layout and formatting styles

of articles from curated dataset that includes 6 different diversified publishers and

40 journals. In the first section of this section explains the physical properties of

individual papers. In the next section, a detail discussed is done regarding how to

extract different features and their importance to identify different logical layout

structures of the research articles. The features set extraction section explains the

features extraction scheme and in the section, it also evaluated the accuracy of the

technique to extract the features. Finally, the section discussed different feature’s

selection methods and selected the chi-squared method for feature selection and

ranking of important features.

In the section ”evaluation of the machine learning models” , the features extracted

in current section will be provided to different machine learning algorithms. To

select best performing model that accurately extracts the logical layout structure

of the research articles.

3.3 Logical Layout Structure (LLS) and Extrac-

tion

”The answer of the RQ1 is presented in this section”.
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RQ1: Which method will perform efficiently and accurately to extract logical

layout sections LLS for research papers with diversified publication styles?

The authors of this thesis have performed a comprehensive styling and layout

analysis by physical examination of the research articles from diversified publishers.

On the basis of this analysis, we categorized the content of the research article

into sections, which is known as the logical layout of a research article. These

LLS components that we identified are the Title section, Author section, body

and paragraphs, Heading and level, Table section, figures, header and footers, and

acknowledgment section. The metadata of an article is mostly present within the

Figure 3.11: The hierarchical view of Logical Layout Structures, class labels,
and their associated metadata.

body of these LLS components. As presented in Figure 3.11, we have described

the flow for the identification of metadata with the help of class labels representing

the logical layout structures. The LLS are the logical structures that are identified

with the group of class labels and within each LSS component exists the metadata.

Figure 3.12 explains in more detail the relationship between LLS, class labels, and

metadata. The right-hand side is the snapshot of an example research article that

shows the logical layout structures like header, title, author, and body/paragraph

section. The left-hand side is the snapshot of the file that is the extracted content

of the research article and is present in the form of text blocks. The distinct text

blocks are annotated with class labels.
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Figure 3.12: The Snapshot of Logical Layout Structures in research article and annotated class labels in extracted content, and their
associated metadata.
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These class labels and used by the machine learning algorithm to extract the LLS.

Finally, we can see the matadata in text blocks and also the association with class

labels, as each text block is tagged with a class label. In this section we will

explain each logical layout structure and the metadata available in them.

3.3.1 Title Section

The title section is mostly present on the first page of a research article. The

title is a unique identifier of a research article that very briefly explains the con-

tent present in the article. Figure 3.13 shows different layout styles in which a

title is presented. We used the ”title” class label to extract this LLS using a ma-

chine learning approach. The content of the title section is also the final desired

metadata is presented in Figure 3.14.

Figure 3.13: The title section example of different research articles.

3.3.2 Authors Section

The author section is mostly present on the first page of a research article after

the title. The author section has four metadata components like author name,

affiliation, the affiliation of the author, Country of the affiliation, email of the

authors. Figure 3.15 shows the author section that is presented in different layout
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Figure 3.14: The title section LLS and metadata relationship in research
articles.

Figure 3.15: The authors section’s examples and the formating styles.

formats. Figure 3.16 presents the relationship between authors section LLS and

metadata. The ”author name”, ”affiliation”, and ”email” class labels are used to

identify the content of the author’s section LLS.

3.3.3 Table Section

The table section represents the valuable information present in their content re-

garding the research article’s findings, results, or comparison. The table caption is

the description present in the cells of the table, while the table sequence identifies

the presentation order of the table. The table sequence can also be used to asso-

ciate the reference within the body of a research article. The Figure 3.17 shows

the formation styles of a table.
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Figure 3.16: The relationship between authors section, class labels and the
related metadata.

Figure 3.17: Example of tables presentation styles.

The table section is identified by ”table” class label and the table metadata like

table number and captions are extrated from content classified as table section as

represented in the Figure 3.18.
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Figure 3.18: The relationship between table LLS and metadata.

3.3.4 Figure Section

The figure section also repesents and explaines the information present in the

research article in a graphical form. The figure caption describes the content of

the figure, The figure sequence is the presentation order and the figure sequence

can be used to refer it in the body of a research paper. The Figure 3.19 shows

different styles adopted by the publishers to present a figure.

Figure 3.19: The caption style of figures used by different publishers.

The figure section is identified by the class label ”figure” and the figure meta-

data like figure number and captions are extrated from content classified as figure

section as represented in the Figure 3.20.



Extraction Algorithm 86

Figure 3.20: The relationship between the figure section and its metadata.

3.3.5 Headings and Levels

Another logical layout structure is The table of contents that are presented in the

form of headings. The heading is present in levels for the identification of sections

and sub-sections. The extraction of heading and their levels is a challenge, there-

fore many techniques have been described in previous literature. Different variants

of the heading formats are shown in Figure 3.21 that are adopted by different pub-

lishers. The heading and their levels are composed in a different formatting style

from the main text body, which makes them easier to be identified by a human.

However, to extract the headings and sub-headings, a variety of features are re-

quired to be identified and annotated for a machine-learning algorithm to extract

them in the correct manner.

We have used ”headings” class label for all the levels of headings. This enables

the system to identify all headings present in a research article. The headings are

further processed in metadata extraction phase to extract the level of headings.

The system extracts heading level 1 (section), heading level 2 (subsection), and

heading level 3 (subsubsection) as presented in Figure 3.22.

3.3.6 Headers and Footers

The header and footer sections keep valuable information regarding the publication-

related information of an article. Figure 3.23 presents only two header and footers
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Figure 3.21: The heading styles adopted by different publishers.

examples, which are adopted by the publishers. As discussed, the metadata present

in these layout components is related to the publication information like journal

name, publication date, volume and issues, venues, pages, and doi, etc. Another

important piece of information that is present in the footer section is footnotes

and supplementary material etc. A lot of approaches that were previously defined

have only extracted the publication information of the research articles, as it’s a

challenge to extract such metadata when the publication styles are diversified and

valuable for the digital libraries (DL) to store the articles publication information.

We tagged the content of header section with ”header” and ”journal” class labels.

The journal class label has metadata regarding journal title, doi, page numbers,

and year. The header class label has metadata regarding page number and journal

title. These relationship are presented in the Figure 3.24.

Different journals use the footer section to publish information related to acknowl-

edgments, journal information, article’s publication information. This content is
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Figure 3.22: The relationship between heading LLS and metadata.

mostly published in a similar composition style. Therefore, we only gave footer

class labels to these elements and later applied heuristics and NLP to identify the

metadata. The information available in the footer section is presented in Figure

3.25.

3.3.7 Acknowledgment Section

The acknowledgment section has the information regarding the funding of the

research work. This enables the reader to perceive the scope of the work and

the usability of the research work in the form of the applications. Figure 3.26

shows different styles adopted in articles of different publishers to write the ac-

knowledgments. The acknowledgment section in some cases has a heading like

’acknowledgments’ or they can be written in the footer section. This section can

be present at the initial page or may be presented at the end of the research article,

mostly before the bibliography or reference section.

The Figure 3.27 shows the assoication of funded project and funding agency related

metadata with the acknowledgement section.
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Figure 3.23: Examples of header and footer of an article with related meta-
data.

3.3.8 Body / Paragraphs

The paragraphs and main body of an article present the actual content of the

conducted research. The different layouts already mentioned above supports the

literary work of the research publications. The dataset and the journals which

we have selected to evaluate our approach were published in two forms of column

layout styles. In the previous section, while extracting the physical properties

of the research document, we have discussed in detail the column styles that are

single column and double column layout styles. This style has a major impact on

the formating of different logical layout structural components. The Figure 3.28
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Figure 3.24: The metadata persent in header section and the class labels to
identify LLS.

Figure 3.25: The footer section of an article with related metadata.

shows column styles adopted by the publishers.

We assigned four class label tags to the content of the body/ paragraphs section.

These are ”abstract”, ”keywords”, ”publication date”, ”text”, and ”references”.

The association of these class labels and metadata are presented in Figure 3.29 .

We did not consider the output of ”text” and ”references” class labels in section

3.3.10, while evaluating the results of body and paragraph LLS.

In the next section, we shall discuss different machine learning models that we
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Figure 3.26: The caption style of figures used by different publishers.

Figure 3.27: The acknowledgement section and related metadata.

have selected on the basis of features types, nature of the application, and liter-

ature review. We shall first perform the theoretical evaluation of the techniques

and then we shall perform experiments to analyze the accuracy of different ma-

chine learning techniques to extract different logical layout structural components.
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Figure 3.28: The column layout styles (single and double column) and the
paragraphs.

3.3.9 Machine Learning as LLS Extraction Method

We have divided the problem at hand into sub-tasks to extract metadata from

PDF-based research articles. Here, we are focused on the extraction of the logical

layout structure. In this regard, we have used machine learning algorithms that

are applied to the content of text blocks to identify their structural group. So we

have engineered features to extract LLS that are presented in the section 3.

In this section, to answer the RQ1, we have performed a comprehensive review

of supervised machine learning algorithms, to find logical layout structures LLS

from research publications. We have performed the theoretical and experimental

evaluation of selected machine learning models to find their efficiency and accu-

racy, for the selection of the models to be used in the final approach.



Extraction Algorithm 93

Figure 3.29: The metadata and class labels of body/paragraph section.

Machine learning is used to instruct machines on how to manage the data more

efficiently. Most often, after manually inspecting the data, humans are unable to

interpret the hidden patterns or extract relevant information from the given data.

For this purpose, machine learning algorithms are applied [93]. Many industries

applications apply machine learning algorithms to extract relevant information.

The purpose of machine learning is to learn from the data. Several studies have

been conducted to make machines learn by themselves [94, 95]. In this regard,

many researchers and scientists apply various approaches to find an efficient algo-

rithm for machine learning.

Ayon Dey [7] in his survey study categorized machine learning into eight types.

According to him the types of learning are supervised learning, unsupervised learn-

ing, semi-supervised learning, reinforcement learning, multi-task learning, ensem-

ble learning, neural network, and instance-based learning. Therefore, taking ad-

vantage of machine learning models we have developed the third stage to extract

logical layout structures. So that our selected algorithm based on our generic
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set of features can consistently perform to extract LLS for articles from unknown

publication styles.

3.3.9.1 Discussion

Before the setup of a machine-learning algorithm to extract logical layout struc-

tural components from diversified layout styles. Theoretically, a few points are

considered regarding the properties of the features and the nature of the prob-

lem. As earlier described the features are of different data types like numerical,

nominal, and boolean. The problem and properties show a non-linear relationship

between the features. It’s a classification problem with multiple class labels. The

number of features is lesser than the training data instances n� p. Based on the

facts described, we only selected the machine learning algorithms for evaluation

to prove our theoretical evidence that best fits for non-linear, distinct features

and multi-class labels, on a large dataset. In the succeeding subsection, we shall

present a brief overview of different machine learning algorithms that we evalu-

ated for our proposed methodology, as comprehensive details and computational

complexities are available [7, 96–99].

3.3.9.2 Theoretical Evaluation

The evaluation is based on n, representing the number of the training samples,

where p is the number of the features. For tree base classification algorithms ntrees

represents the number of the trees. Similarly, the number of the support vectors

is donated by nsv, and finally, nli is the number of neurons at a layer i in a neural

network.

Näıve Bayes algorithm depends on the conditional probability based on Bayes

theorem and generates a tree based on probability known as Bayesian Network.
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Its characteristics are independent of each other. The time complexity is linear for

both testing O(n ∗ p) and prediction O(p) of the model. where n is the number of

features and p is the number of class labels. The posterior probability is calculated

by P (A|B) where,

P (A|B) =
P (B|A)P (A)

P (B)

k-nearest-neighbor are defined in the terms of distance of all instances that corre-

spond to the point in n-D space. It searches the pattern space of close unknown

tuple for k training and classifies it by a majority vote of its neighbors. The dis-

tance metrics, such as Euclidean distance, Manhattan, and Minkowski are used

to define “closeness”. The time complexity can be reduced to a constant O(1),

independent of the training dataset of |D|.The time complexity for KNN of the

k nearest from n neighbors at a point in the plane with d data dimensionality is

O(kdn) [100].

The decision tree classifier constructs the tree based on entropy and information

gain by using the ID3 algorithm, unlike the standard deviation reduction method.

The nodes represent the attributes needed to be classified, while the branches

represent the allowed value. A full homogeneous sample achieves entropy equal

to zero by diving the sample into equal parts. The time complexity to train the

classifier is O(p ∗ nlogn), and for prediction is O(p) [96]. The ensemble classifiers

use a combination of models to increase the accuracy [101]. Different methods can

be applied, where improved model M∗ is created with combine series of k learned

models {M1,M2,M3, ....Mk} on data D with k learned sets, {D1, D2, D3, ....Dk}.

The bagging method considers majority vote by models to improve the accuracy

and the term bagging origins from “bootstrap aggregation”. In Adaboost (Adap-

tive boosting), assigns weights to each classifier’s vote for each training tuple to

boost the accuracy of the learned method. The weight is calculated on errors due

to misclassification and the subsequent model focuses on classified tuples. Weight

is calculated using log 1−error(Mi)
error(Mi)

. Stacking is a heterogeneous ensemble that con-

sists of different models. The idea is to combine predictions of the base learners

(level-0), do not just vote, and provide as an input to meta learner level-1 models.

The Random forest ensemble the decision tree classifiers so that the collection
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of classifiers is a “forest”. Each tree depends on the independently sampled val-

ues and all the trees have the same distribution in the forest. The accuracy is

achieved using each tree’s vote and the most popular class is returned. The time

complexity of bagging is O(T ∗ t), where T is the number of iterations and t is

the average time complexity of each model. The time complexity of Adaboost is

O(T ∗ f), where f is the complexity of the weak learner. The time complexity of

stacking is O(E1 +E2 +E3 + ...+Ek). And the time complexity of random forest

is O(ntree ∗ p ∗ d ∗ n), where d is the depth of the tree.

The support vector machines classify both linear and nonlinear data. It trans-

forms the training data into a new higher dimension by using nonlinear mapping

and searches for linear hyperplanes. SVM uses support vectors to find this hyper-

plane. The tuples of different classes are separated using “decision boundary” or

margins. The maximum distance between margins and classes is drawn. Finding

maximum marginal hyperplane (MMH) and support vectors makes it a quadratic

optimization problem. For linear data, linear SVM is employed and for nonlinear

data, SVM provides a bag of K(x, x′) kernel tricks.

linear : 〈x, x′〉

Gaussian/RBF : exp(−γ ‖ x− x′ ‖2)

The Radial Basis Function (RBF) SVM kernel considers two parameters C and

gamma. C is the Regularization Parameter that helps SVM optimization to avoid

miss classifying SVM for each instance. So a higher C value will choose a small

margin hyperplane to minimize the miss classification. For a low C value, the

margin will be big, which can have a high rate of miss classification. The gamma

parameter identifies the influence reach of a single training instance. The higher

gamma value considers instance values near the plausible hyperplane, and a low

Gamma value will consider points at a far distance. So low gamma will help find

the correct hyperplane. In gaussion/RBF equation the γ is specified by keyword
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gamma, that must be between 0 and 1. The overall training time complexity for

kernel method is O(n3p), and prediction time complexity is O(nsvp) [102].

The Neural networks [103] are non-deterministic algorithms that generalize well

but have the minimum mathematical foundation. They are learned in an incre-

mental fashion, and nontrivial multilayer perceptrons are used to perform complex

functions. Supervised, unsupervised, and reinforcement are three main types of

artificial neural networks. The time complexity is O(n ∗ e(
∑h−1

i=1 nlinli+1)), where

e is epochs and h is total number of layers in a neural network .

3.3.10 Evaluation of Machine Learning Models

We have selected the articles from diversified publishers like IEEE, ACM, Else-

vier, MDPI, Springer, and Pensoft, and also used 3 gold standard datasets. These

datasets have articles with diversified layouts and publishing styles, therefore it’s a

challenge to build a comprehensive approach that can extract the logical structures

and metadata from such varying document layout structures. We provided text

blocks along with associated features and annotation to machine learning classifi-

cation algorithms for the logical layout structure to measure the accuracy of the

algorithms. We have performed a theoretical evaluation of classification models

using mathematical grounds to prove the efficiency in terms of time complexity,

both in cases while training the model and testing the models on real data as

shown in Table 3.10.

Table 3.10: The time complexity of models to extract each Logical Layout
Structrue.

Model Name Training Complexity Prediction Complexity

Näıve [104] O(n ∗ p) O(p)
SVM [102] O(n2p + n3) O(nsvp)
KNN [100] O(kdn) O(n)

Decision Tree [96] O(p ∗ nlogn) O(p).
Extra Tree [96] O(p ∗ nlogn) O(p).
Bagging [101] O(T ∗ t) O(T ∗ t)

Adaboost [101] O(T ∗ f) O(T ∗ f)
Stacking[101] O(E1 + E2 + E3 + ... + Ek) O(E1 + E2 + E3 + ... + Ek)

Random Forest [101] O(ntree ∗ p ∗ d ∗ n) O(ntree ∗ p ∗ d ∗ n)
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Table 3.11: The F-Score performance matrix is demonstrating the accuracy
of machine learning algorithms for extracting the Logical Layout Structures for

the curated training dataset.

Näıve SVM KNN Decision Extra Bagging Adaboost Stacking Random Rule

Bayes RBF Kernel Tree Tree Forest (stratified)

Title Section 0.57 1.00 0.66 0.95 0.94 0.90 0.36 0.75 0.94 0.15

Author 0.68 0.98 0.79 0.91 0.91 0.92 0.35 0.22 0.93 0.15

Acknowledge 0.00 1.00 1.00 1.00 0.18 1.00 0.00 0.00 1.00 0.12

Affiliation 0.78 0.88 0.80 0.89 0.94 0.93 0.64 0.60 0.94 0.16

Email 0.52 0.90 0.65 0.75 0.77 0.84 0.00 0.04 0.81 0.07

Figure 0.13 0.96 0.70 0.80 0.80 0.83 0.52 0.74 0.84 0.07

Heading 0.45 0.95 0.88 0.95 0.95 0.96 0.69 0.82 0.95 0.08

Table 0.16 0.93 0.29 0.58 0.53 0.64 0.00 0.00 0.55 0.03

Header 0.45 0.89 0.61 0.44 0.86 0.56 0.26 0.54 0.82 0.21

Footer 0.75 0.92 0.86 0.62 0.58 0.67 0.35 0.00 0.00 0.11

Abstract 0.84 0.96 0.87 0.94 0.82 0.78 0.69 0.48 0.37 0.50

Keywords 0.67 0.92 0.74 0.83 0.66 0.65 0.43 0.25 0.57 0.01

Publication 0.78 1.00 0.89 0.75 0.87 0.77 0.54 0.37 0.85 0.24

Avg F-Measure 0.52 0.95 0.75 0.80 0.75 0.80 0.37 0.37 0.74 0.15

Avg Recall 0.53 0.93 0.73 0.79 0.78 0.74 0.35 0.36 0.78 0.17

Avg Precision 0.52 0.96 0.76 0.82 0.72 0.86 0.38 0.38 0.70 0.13

Table 3.11 shows the performance evaluation of classification models to extract

different logical layout structural components. The properties of features and data

suggest that the feature values are Non-linear and there is a non-linear relationship

between the features. The test dataset used is of small size, and the features are

lesser than the training data instances n>>p. The annotation suggests that it is

a multi-class label problem. We used Gaussian RBF as an SVM kernel, where the

C value is set to 1 and the gamma value to 10. The K-Crossfold is used for data

split for the training of all the algorithms. In our scenario, the SVM performed

better than other machine learning models based on the properties of the data and

features. The Näıve Bayes algorithm uses probability to estimate the class label.

The decision tree perform better than the remaining algorithms as the non-linear

relationships between parameters do not affect the model performance.
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3.4 Metadata Extraction

”Answer of the RQ3 is presented in this section”.

RQ3: How to develop a comprehensive model to effectively extract metadata that

is trained on research articles from multiple domains of different publishers?

In this section, we have extended our approach to extract metadata from diver-

sified publishers based on the logical layout structure in the previous section. In

this regard, we have performed four additional tasks. At first, as discussed in the

previous section, we use our curated dataset from different journals of diversified

Publishers to evaluate our proposed approach. This dataset of articles has diversi-

fied layout and formatting styles and it has metadata elements that are composed

in different formats. Secondly, based on the analysis performed on different ap-

proaches to extract the metadata, we have identified a superset of nineteen meta-

data elements from scientific research publications from state-of-the-art as shown

in Table 3.12. We shall evaluate our approach to extract these elements. The third

task is to evaluate our methodology to extract metadata on our proposed dataset

(ds3) with state-of-the-art approaches. Finally, we evaluated our approach with

the renowned approach sectLabel by using the benchmark sectLabel dataset (ds2).

The proposed methodology to extract metadata from research articles is split

into four different steps. As discussed earlier, the first task is to extract textural

and logical layout features for PDF-based research articles. The second step is

to extract the logical layout features, we have already accomplished this task in

section 3.2. We also used the same approach to extract the logical layout structural

components using the machine learning algorithm that is identified by us in section

3.3.10. Here we have extracted eight logical structural components or the sections,

which are title section, author section, header and footer, headings, figure, tables,

acknowledgment section, and body/paragraph. In this section, we have extracted

additional metadata elements that are presented in Table 3.12. In the next section,

we shall explain each metadata element and define what strategy we have applied
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Table 3.12: The Logical Layout Stuctures and their associated metadata.

Metadata Extracted FLAG-
PDFe

PDFX CERMINE sectLabel

Title X X X X

Author Name X X X X

Affiliation X 7 X X

Country X 7 7 7

Emails X X X X

Journal Title X 7 X 7

Publication Date X 7 X 7

Acceptance Date X 7 7 7

Pages X X X X

Version X 7 X 7

Volume X 7 X 7

doi X X X 7

Figure Caption X X 7 X

Table Caption X X 7 X

Heading X X 7 X

Sub-Heading X X 7 X

SubSub-Heading X X 7 X

Abstract X 7 X 7

Keywords X 7 X X

References X 7 X X

to the logical layout structure for the extraction of these metadata components.

The overall methodology is represented in a graphical form in Figure 3.30.
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Figure 3.30: PDF base research article’s metadata extraction proposed
methodology and comparison with state-of-the-art

The evaluation of our proposed system is conducted on two separate datasets. At

first, we extracted the metadata elements of research articles using our constructed

dataset (ds3). We used commercially available online state-of-the-art approaches

like CERMINE and PDFX. We provided our dataset to these approaches to extract

the metadata. They generated the output of extracted content in the form of XML

files. We used xQuery on these files to locate the metadata elements. Finally, we

compared the output of our approach with the state-of-the-art approach using

metadata annotated files. The second dataset we used to evaluate our approach is

of sectLabel (ds2), we compared the output of our approach to extract metadata

with the output of sectLabel approach.
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3.4.1 Title of the Article

As mentioned in the section 3.3, the title of the research article is the only meta-

data element that is present in the title section. As we have extracted it in logical

layout structure as described in section 3.3.1 with the help of a machine learning

algorithm. Therefore, we have not performed any further processing on this con-

tent to extract the desired metadata.

3.4.2 Authors and Affiliations

The metadata regarding the authors and their affiliation is available in the author

section as identified in section 3.3.2. As previously discussed, the authors and

affiliations are extracted by the SVM approach. As authors and affiliations were

tagged with their respective class labels. We have also developed a strategy to

extract the author’s affiliation that is explained in the section 4.1.4.1. In some

scenarios, it was observed that affiliations were present in the footer section of the

article on the first page. The Sequence of author names with numeric or symbols

separated by commas’ or tab spacing. And Then in the footer section the related

affiliations with numeric or symbol as referred against an author. This enhance-

ment gave more precision to our strategy to extract the author’s affiliation in more

complex scenarios.

3.4.3 Country of Affiliation Extraction

The country of the affiliation is present within the address of the institute or

organization. The algorithm 10 shows the selection of country from the author’s

affiliations. The list of affiliations (mentioned as data a structure Affiliation) is

provided to the algorithm as an input that maintains the list of countries (in data

structure country). The data structure country contains all the country names
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and also have know short names and abbrivations for the countries like ”UK” for

the ”United Kingdom”. The algorithm applies n-gram [105] method on the words

present in an element of affiliation list and the countries list. This returns the

intersection of words present in both lists. There can be more then one countries

in the list of affiliations, so the selectedCountry data structure has the final list

of extracted countries. The equation A ∩ C = {x : x ∈ A and x ∈ C} represents

the intersection function, where A is the array of words in an affiliation and C is

the list of countries. The intersection of both arrays returns the common country

name, if present in both arrays.

Algorithm 10 Search country algorithm

1: function FindCountry(Affiliation)
2: j ← 0
3: i← 0
4: while i <= Affiliation.length do
5: country ← intersection(country,Affiliation)
6: if country! = NULL then
7: selectedCountry[j + +][0]← country

8: i← i + 1

9: return selectedCountry

3.4.4 Author’s Email Extraction

The email of the author is present within the author section or in the footer section.

Mostly mentioned against the title as the corresponding author or author’s refer-

ence. We used an email parser using the regular expression on these text blocks and

used the same approach to extract email against the author that is used to extract

affiliation against authors as mentioned in the current section 3.4.2. The regular

expression ^([a-zA-Z0-9_\-\.]+)@([a-zA-Z0-9_\-\.]+)\.([a-zA-Z]{2,5})$ is

used to extract and valid the email.
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Table 3.13: The reqular expression to extract and identify different metadata
elements, from sample research articles .

Regular Expression Metadata ID

Example 1: J Nanostruct Chem (2015) 5:227–236

\w+(\w+)* Publisher 1
\s(\(+)(\s{1}[0-9]{4})\s(\)+) (Year) 2
(\s{1}[0-9]+) Volume 3
\s(\:+)(\s{1}[0-9]+)\s(\-+)(\s{1}[0-9]+) Page range 4

Example 2: Bioresources and Bioprocessing (2014), 1:13

\w+(\w+)* Publisher 5
\s(\(+)(\s{1}[0-9]{4})\s(\)+) (Year) 6
(\s{1}[0-9]+) Volume 7
\s(\:+)(\s{1}[0-9]+) Issue 8

Example 3: Appl. Sci. 2017, 7, 890; doi:10.3390/app7090890

\w+(\w+)* Publisher 9
(\s{1}[0-9]{4})(\s(\,)) Year, 10
(\s{1}[0-9]+)\s(\,+) Volume, 11
(\s{1}[0-9]+)\s(\;+) Issue; 12
\s(doi:10.(\d)+/([^(\s\>\"\<)])+) DOI: 12

Example 4: European Research on Management and Business Economics
22 (2016) 124–130

\w+(\w+)* Publisher 14
(\s{1}[0-9]+) Volume 15
\s(\(+)(\s{1}[0-9]{4})\s(\)+) (Year) 16
(\s{1}[0-9]+)\s(\-+)(\s{1}[0-9]+) Page range 17

Example 5: ACM Transactions on Database Systems, Vol. 43,
No. 1, Article 6. Publication date: March 2018.

\w+(\w+)* Publisher 18
\s(\, Vol.)(\s{1}[0-9]+) Vol. 19
(\, No.)(\s{1}[0-9]+) , Issues. 20
(\, Article+)(\s{1}[0-9]+) , Article No 21
(\. Publication date:)([January|Febuary|

March|April|May|June|July|August|September|

October|November|December]+)(\s{1}[0-9]{4}) Publication
date:

22

3.4.5 Extraction of Publication and Acceptance Date

The publication dates related information is present in the header or footer sections

of the logical layout structure (LLS). We employed a two-step approach on LLS,

first is the identification of the publication date and acceptance date text block.

The publishers have used different styles to mention the date like Publication

date, Pub. Date., Published, Accepted, Available online, date of publication and
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Published online, etc. A regular expression is used to identify these keywords. It

was also noted that in a few scenarios, the publication date is available in the same

text block with the journal title or volume number is mention. In some cases, as

shown in Figure 3.13 and id 22 the publication date is part of journal information.

In the second step, we used a parser to extract the date that is available in different

formats by using the

“ (?:\d{1,2}[-\th|st|nd|rd\s]*)?(?:Jan|Feb|Mar|Apr|May|Jun|Jul

|Aug|Sep|Oct|Nov|Dec|January|Feburay|March|April|May|June|July|

August|September|October|November|December)?[a-z\s,.]*(?:\d{1,2}

[-\th|st|nd|rd)\s,]*)(?:\d{2,4})+” regular expression. Finally, we applied

year, month, and date range validators using the calendar checks.

We also extracted the year of publication from the publication date and also used

reference id 2, 6, 10, and 16 of Figure 3.13 to get this metadata.

3.4.6 The Title of Journal

The extraction of the title of the journal is a challenge as there are not specific key-

words associated with this metadata. We analyzed the research publications from

diversified publishers and observed that the journal’s titles are available in the

header or footer logical layout structural component. Therefore, we developed an

approach that performs Journal specific template-matching on the content of the

header or footer section on the first page of the articles. We used different regular

expressions to find and verify the journal-title string from the LLS components

identified as ”Journal” and ”footer”. \w+( \w+)*\s(\(+)(\s{1}[0-9]{4})\s(\

)+)(\s{1}[0-9]+)\s(\:+)(\s{1}[0-9]+)\s(\-+)(\s{1}[0-9]+). The first part

of the string was identifed as journal’s title \w+( \w+)*.

3.4.7 Issue and Volume Information Extraction

The volume number of research articles from diversified publishers has different

composition styles. The volume and issue numbers are present in the header or
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footer logical layout structure. This information has diversified composition styles

as they can have keywords like ”Volume, Vol, No, and Issue”, etc. In such cases,

we used keywords-based parsers to extract this metadata. However, in some other

instances, there can have no keywords mentioning this metadata. Therefore, for

this scenario, we have applied the template-based approach that is based on regu-

lar expression present in journal information in header or footer section as shown

in the Table 3.13.

3.4.8 Page Number Extraction

The page number information of the articles under an issue is located in the header

or footer logical layout structure. This metadata also does not have any associ-

ated keywords; therefore, we employed a templated-matching approach to extract

the page numbers. The templates use geometric layout information and phrase

parser, and finally, we applied a numeric parser to fetch the exact page number.

As presented in Table 3.13, the page numbers can also be extracted from journal

information.

3.4.9 Digital Object Identifier (DOI) Information

The extraction of the Digital Object Identifier (DOI) of the articles is a challenge

as recently identified by Kun Ma [106], who extracted DOI metadata from research

articles. We applied regular expression on the content of the header and footer

logical layout section. The publishers use keywords with DOI information like

”doi, or Digital Object Identifier” and we further applied the regular expression

b(10[.][0-9]{4,}(?:[.][0-9]+)*/(?:(?!["&�’<>])�S)+)�b to extract the

doi number.
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3.4.10 Headings and Levels

The table of contents of the research articles is logically categorized as sections,

subsections, and subsubsections. Each section has a heading and the levels identify

the hierarchy of the heading. In this approach, we have identified the headings and

their hierarchies down to three levels. The extraction of this metadata is already

defined in the sections 3.3.5 and 4.1.4.3.

3.4.11 Abstract and Keywords Related Metadata Extrac-

tion

The abstract and keywords are present on the first page of the research articles

after the title and authors section. They start with the keywords ”abstract” and

”keyword”. After the evaluation of the logical layout structure, these metadata el-

ements are present in the paragraph or body LLS of the research articles. However,

the font properties of this content are different from the main body or paragraph

of the sections. We identified the keywords by using a word separators parser

consisting of ”commas, hyphens, tab spaces, and line numbers”, etc. We applied

(�d+)(,|;|:|[ �t]|[ �n}]�s*�d+)* to identify these text patterns that are

associated to keywords terms.

3.4.12 Table Caption Extraction

In sections, 3.3.3 to identify the logical layout structure of table sections and

4.1.4.4 the metadata extraction approach is used in this section to extract the

table caption from diversified research articles. (Tab[a-zA-Z]*)(�s(�d(:|,|

�s)*)+|�d �s|and �s �d| �s�d- �d| �s �d)*. Further, we applied the

regular expression on the plain text to identify the text pattern of the figures to

extract the sequence numbers and the caption body.
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3.4.13 Figure Caption Extraction

The method to extracted the figure captions has been mentioned in the sec-

tions 3.3.4 and 4.1.4.5. The stage to extract the logical layout structure iden-

tifies the figure section, which is further evaluated using a regular expression

mentioned to identify the sequence numbers and the captions of the figures.

(Tab[a-zA-Z]*|Viz[a-zA-Z]*)(�s(�d(:|,|�s)*)+|�d�s|and�s�d|�s�d-

�d| �s �d)*. This regular expression enables the system to correctly identify

metadata of figures published in different composition styles.

3.4.14 References Section Extraction

We evaluate the body of the reference section which has the heading as ’references’

or ’bibliography’. In this approach, we have summed the number of references used

by the research articles. Each reference is formulated in the form of a text block.

We evaluated these text blocks to find the references. For this purpose, we used

some of the features described in section 3.2 that includes Text indentation, line

numbers, initial numeric value, the first letter is a special character ’[’, then a

numeric value and ends with another character ’]’. The approach parses each text

line of the reference section and applies the above-mentioned features on it to

identify the reference text block as shown in Figure 3.31. The system assigns the

reference sequence number when a new reference text block is located.

Figure 3.31: The sequence of references under the title of reference section.

In this section, we have discussed the strategy which has been adopted to ex-

tract different metadata elements from logical layout structural components of
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research articles from the diversified publisher. We applied different techniques

like heuristics, template-matching, regular expression, and natural language pro-

cessing (NLP) to extract the metadata.

3.5 Summary

In this chapter, different machine learning algorithms are theoretically and exper-

imentally evaluated to extract the logical layout structure of the research articles.

The machine learning algorithms used features extracted in the previous stage

associated with text blocks and lines to identify their structural relevance. By

evaluating the efficiency and accuracy of different machine learning algorithms.

We have selected the support vector classification algorithm as a final model to

extract the logical layout structures for articles published by diversified publishers.

Finally the logical layout structure are further evaluated on different gold standard

datasets to extract the desired metadata and also compare it with state-of-the-art

approaches.



Chapter 4

Results and Evaluation

Note: The parts of this chapter have been published in the Journal.

”The answer of the RQ3 is presented in this section”.

RQ3: How to develop a comprehensive model to effectively extract metadata that

is trained on research articles from multiple domains of different publishers?

4.1 Results on CEUR Dataset

We have divided the problem for metadata extraction from the research articles

into sub-tasks. Initially, we extracted the generic features, and then applied them

to the machine learning models in order to extract the logical layout structure

(LLS). The logical layout structural components are the Title section, Author

section, body and paragraphs, Headings, Tables, figures, header and footers, and

acknowledgment section that we have explained how to extract in the previous

chapter. In this chapter, we shall try to extract different metadata components

that reside in the LLS.

This section is devoted to extracting the metadata from scholarly research articles.

We have selected the CEUR gold standard dataset, which was published at the

110
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ESWC conference in the form of a challenge to extract the metadata.

4.1.1 CEUR Challange

European Semantic Web Conference (ESWC) is an A-rated conference that con-

ducts Semantic Publishing (Sempub2016) challenge, to extract information regard-

ing research articles that were published in CEUR-WS.org. The main objective of

this challenge was to extract metadata and make it available as linked open data

(LOD). The metadata should represent the structure and content of the research

article and it should produce a better comprehension of the context of the research

work.

The challenge requirement is to extract metadata from PDF-based research articles

with the help of Natural Language Processing (NLP) and text pattern Recogni-

tion. In precise, metadata that is required to be extracted required to be answered

in the form of the queries related to authors and affiliations, sections, table cap-

tion, figure caption, supplementary material, and the fundings sources.

The exact queries are as follows:

• Q2.1 (Affiliations in a paper): Identify the affiliations of the authors of

the paper X.

• Q2.2 (Countries in affiliations): Identify the countries of the affiliations

of the authors in paper X.

• Q2.3 (Supplementary material): Identify the supplementary material(s)

for the paper X.

• Q2.4 (Sections): Identify the titles of the first-level sections of the paper

X.
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• Q2.5 (Tables): Identify the captions of the tables in the paper X.

• Q2.6 (Figures): Identify the captions of the figures in paper X.

• Q2.7 (Funding agencies): Identify the funding agencies that funded the

research presented in paper X (or part of it).

• Q2.8 (EU projects): Identify the EU project(s) that supported the re-

search presented in paper X (or part of it).

The participants of the challenge were from renowned research groups associated

with the field of text mining and document structure analysis. The winner of the

challenge was Ahmad et al. [45], a former Ph.D. student in our research group

from The Capital University of Science and Technology, Islamabad Pakistan. Ta-

ble 4.1 shows the results of the SemPub2016, published by the organizers of the

conference.

Table 4.1: The results of approaches to extract metadata in SemPub2016.

Author Name Recall Precision F-Measure
Ahmad et al 0.778 0.775 0.771
Sateli et al. 0.629 0.64 0.632
Klamp et al. 0.606 0.593 0.592
Nuzzolese et al. 0.416 0.416 0.416
Ramesh et al. 0.428 0.393 0.389

4.1.2 Proposed Methodology

We covered hypothetical, theoretical, and experimental aspects in our research

methodology. Hypothetically, the content of the research documents is presented

in different layouts and formatting styles which makes it easier for humans to

comprehend different parts and sections of a document. Most of the documents

share common formatting styles which makes them easily readable.

Theoretically, we have analyzed different formatting styles of publishers and es-

tablished that these layout and formatting styles can be used to extract metadata
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from research articles. Since this important information and layout components

require annotations, therefore, we have categorized the formatting styles into two

types of structural components, one is the physical layout and the other is logical

layout structure components. The physical layout is based on individual arti-

cle’s distinct features, which consist of textual properties, geometric boundaries,

paragraphs, column styles, floating objects, headers, and footers, etc. The logical

layout structures (LLS) are generic formatting features to identify different parts,

contents, and sections of an article that are required by the publisher. The sys-

tem’s proposed methodology flow diagram is shown in Figure 4.1.

Dataset
TD

1. Preprocessing 
and Physical layout 

extraction 

3. Features 
Evaluation

4. LLS Identifier
5. LLS Model 
Evaluation

6. Metadata 
Extractor

7. Metadata 
Evaluation

PDFs

k-fold cross validation

Annotated TD Benchmark CSV

Dataset
ED

8. Final Model9. FLAG-PDFeAnnotated ED Benchmark CSV

10. Benchmark 
Comparison

PDFs

2. Feature
extraction and 

logical layout (LLS) 
annotation

Stage 1 Stage 3

Stage 2 Stage 4

Figure 4.1: PDF base research article’s metadata extraction proposed method-
ology flow diagram

FLAG-PDFe takes the research article as input in PDF format. The first stage

extracts the physical layout of a PDF file and text chunks along with geometrical

location and font property. These text chucks are processed and organized in the

form of text blocks, with correct reading order and document formatting style
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awareness. In the second stage, text blocks geometric and textual properties are

used to create feature sets, which are used for classification algorithms to extract

logical layout structure (LLS) components of the research articles in the third

stage. Finally, heuristics are applied on LLS to get desired metadata, which is

sorted and stored in CSV output form. In the preceding sections of the paper,

every process is explained in chronological order, and in the next section, the

formulation and extraction of the textural information are discussed.

4.1.3 Experimental Setup

The training of the models is performed by using the k-fold cross-validation tech-

nique, where k = 10 produced an optimum result. In order to improve the per-

formance and efficiency of the model, we have performed feature ranking by first

converting categorical values to numeric values while excluding non-convertible

values, and used chi-squared (chi2) to select K best features. We trained and

tested the selected models described in the part of theoretical evaluation. The

Euclidean distance method performed better to find k-NN, where k = 5 produced

optimum results. We further evaluated ensemble classifiers bagging, Adaboost,

and Stacking with the input of classification models used in current experiments.

We have followed the guidelines of [107] for the construction of the SVM model.

We set different kernel functions like linear, polynomial, Gaussian-RBF, and sig-

moid. In order to avoid the issue of overfitting, we choose the C value of 1 and

γ value equal to 10, and by selecting Gaussian-RBF as kernel function, produced

the optimal results among all the classification algorithms that we evaluated for

our approach.
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4.1.4 Metadata Extraction

This is the final stage to identify metadata and structural information of the

research document. This desired metadata is extracted from different logical layout

structural (LLS) components, as we have defined the LLS in section 3.3. This

section applies heuristics on the content of LLS to extract metadata and stores

them in machine comprehensible form in order to perform task specialized queries.

4.1.4.1 Author and Author Affiliation

In the previous section, we have used the machine learning approach to identify dif-

ferent elements of the author’s section. It has been observed that this information

is available in three style formats.

1. “Sequence of author names separated by commas’ or tab spacing, then the

sequence of affiliations”.

2. “Sequence of author names with numeric or symbols separated by commas’ or

tab spacing. Then sequence of related affiliations with numeric or symbol”.

3. “Group of an author’s name, author’s affiliation, and email address”.

The itext library provided an edge here, as the output text rendering is in the

sequence of the above-mentioned format styles. We applied a parser based on

regular expression in order to separate authors and assigned them reference IDs.

This id is based on the sequence of rendering, numeric, and symbols. Thereafter,

the affiliations are assigned with authors id’ based on the sequence of rendering,

numeric, and symbols. The process generated a bipartite graph of authors and

affiliations.
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4.1.4.2 Country of Affiliation

A knowledge-based library is employed having country names, city names, and

country domain names like de, uk, etc. After retrieval of the author’s affiliation,

the country name and city names are extracted based on a comparison made with

the knowledge-based library. If that affiliation has missing country information,

then we parse the email id domain name and compared it with the country domain

name to extract the country of affiliation. Finally, a distant list of countries is

stored.

4.1.4.3 Section Heading

Heading levels identification is a challenging task, different complex models pro-

posed in the literature, efficiently identify the table of contents. To extract the

table of content of a book, heuristics based on TOC identification methods using

information present in the TOC section are employed. However, such approaches

are not suitable for research articles. In the previous section, the level 1 headings

were annotated along with level 2 and level 3 heading, and the output was based

on the classification model. However, the ESWC challenge task is only to iden-

tify level1 heading, therefore no further processing is done on the output of the

previous stage, and extracted heading is stored in ascending order.

4.1.4.4 Table Caption

In the previous section, the classification model identifies the start point of the

table caption before the sequence number. At this stage, the remaining text chuck

is analyzed. The process starts from the sequence number of the table and breaks

when the next text line has different line spacing, by which multiple lines and

different text properties do not break the complete caption sentence. The system

further stores the caption of the table in an ascending order based on the sequence

number.
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4.1.4.5 Figure Caption

A similar approach has been adopted like the extraction of table caption for the

extraction of figure captions. We used the keyword ’FIG’ and ’FIGURE’ to extract

this metadata. The figures are sorted on the basis of sequence numbers that are

present after the keyword.

4.1.4.6 Supplementary Material

The identification of supplementary material is part of the ESWC challenge and

this information is present in the footnotes. The textual properties are different

from main text body properties and start with a numeric or footnotes symbol

identifier. The supplementary material is in the form of URLs. We have converted

all text of footnotes in a single text block and then utilized a URL parser 1 using

a regular expression which extracts the complete URL from the descriptive part.

4.1.4.7 Funding Agency

The acknowledgments section contains the funding agencies and funded project

information. We have used a task-specific knowledge-based approach to identify

funding agency names and funded project names. The training dataset TD is an-

alyzed and a regular expression is developed to extract funding agency by locating

keywords starting with ‘contri’, ‘support’, ‘fund’, ‘grant’ and ends with ‘from’ or

‘by’ and the expression ends with “brackets”, “quotation marks” or “punctuation

marks”. The Parser recognizes the funding agency name along with its acronyms

and finally removes the preposition and punctuation around the funding agency

information.

1https://docs.python.org/2/library/re.html

https://docs.python.org/2/library/re.html
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4.1.4.8 Funded Projects

The final metadata extracted by our system is the list of funded projects. After

manual analysis of the content, we observed that this information is also available

in the acknowledgment section and placed after the funding agency name if avail-

able. The funding project name is placed between or after the keywords “the”

and “project” like “by the EU FP7-ICT-2011-8 project”. The regular expression

finally removes the keywords and parses them around the content.

4.1.5 Results

To evaluate the results, standard evaluation measures like recall, precision, and

f-measure are mostly employed. These methods are based on classification pa-

rameters known as true positive (TP), false positive (FP), true negative (TN), or

false negative (FN). Recall (sensitivity) is a statistical measure used to judge the

relevant results produced by the model. Precision analyzes the quality of results.

F-measure is the harmonic mean to measure test quality based on Recall and

precision.

Recall =
TPi

TPi + FNi

, (4.1)

Precision =
TPi

TPi + FPi

, (4.2)

F −Measure =
(2 ∗ ρi ∗ πi)

(πi + ρi)
(4.3)

4.1.5.1 Logical Layout Extraction

Table 4.2 illustrates the comparison of average recall, precision, and f-measure of all

the classification models using TD. The results show the support vector Machine

(SVM) Kernal trick classified correctly more relevant structural components. The

Gaussian RBF SVM performed better than other machine learning models as the

feature values are Non-linear and there is a non-linear relationship between the

features.
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Table 4.2: The performance matrix of models to extract each LLS component on training dataset

Näıve SVM KNN Decision Extra Bagging Adaboost Stacking Random Rule

Bayes RBF Kernel Tree Tree Forest (stratified)

Author Section 0.679 0.980 0.794 0.905 0.905 0.915 0.349 0.215 0.930 0.145

Acknowledge 0.000 1.000 1.000 1.000 0.176 1.000 0.000 0.000 1.000 0.120

Body and paragraphs 0.781 0.884 0.795 0.885 0.944 0.925 0.639 0.600 0.935 0.159

Header and footer 0.524 0.897 0.650 0.748 0.768 0.835 0.000 0.036 0.814 0.069

Figure 0.128 0.955 0.696 0.801 0.797 0.829 0.518 0.741 0.844 0.069

Table 0.156 0.934 0.294 0.578 0.533 0.643 0.000 0.000 0.552 0.030

Headings 0.449 0.945 0.883 0.945 0.949 0.960 0.689 0.820 0.954 0.475

Avg F-Measure 0.388 0.942 0.730 0.837 0.724 0.872 0.314 0.345 0.861 0.152

Avg Recall 0.429 0.921 0.723 0.839 0.707 0.874 0.353 0.351 0.844 0.153

Avg Precision 0.517 0.966 0.747 0.840 0.759 0.871 0.316 0.387 0.887 0.153
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The Näıve Bayes algorithm uses probability to estimate the class label, the features

are lesser than the training data instances n>>p and it is a multi-class label

problem. The decision tree performed better than the remaining algorithms as the

non-linear relationships between parameters do not affect the model performance.

The output of this stage will be used to evaluate content present in related sections

and final metadata will be generated. It also reveals that our generic feature set

extraction approach has played a pivotal role to correctly identify the logical layout

structure ”on the fly”.

4.1.5.2 Metadata Information Extraction

In this section, results of extracted metadata in the document are presented. We

have evaluated authors and author’s affiliation, country of affiliation, sections

(heading level 1), Table and Figure Captions, supplementary material, funding

agency and funded project. The recall, precision and f-measure are measure of each

element and the mean value of these measuring methods are calculated against

each metadata element. The final model results presented in Table 4.3 reveals that

average recall = 0.877, precision = 0.928 and F-Measure = 0.897.

Table 4.3: The final results and the Confusion matrix of extracted metadata
by FLAG-PDFe using evaluation dataset

Author Affiliation Country Supp-Material Sections Table Figure Funding Projects

Authors 107 8 1 0 0 0 0 0 0

Affiliation 9 44 2 0 0 0 0 0 0

Country 0 2 41 0 0 0 0 0 0

Supp- material 0 0 0 12 0 0 0 0 0

Sections 0 0 0 0 269 0 0 0 0

Table 0 0 0 0 0 33 0 0 0

Figure 0 0 0 0 0 0 103 0 0

Funding 0 0 0 0 0 0 0 20 1

Projects 0 0 0 0 0 0 0 2 5

Actual 118 50 46 14 275 37 110 24 7

Recall 0.907 0.880 0.891 0.857 0.978 0.892 0.936 0.833 0.714

Precision 0.930 0.800 0.953 1.000 1.000 1.000 1.000 0.952 0.714

F-Measure 0.918 0.838 0.921 0.923 0.989 0.943 0.967 0.889 0.714

Avg Recall Avg Precision Avg F-Measure

0.877 0.928 0.897
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4.1.6 SemPub Challange Comparision

In this section, we have compared our results with start-of-the-art on gold stan-

dard [108]. The previous approaches and FLAG-PDFe used the same dataset and

are evaluated for the same evaluation parameters. In Figure 4.2, our approach is

compared with state-of-the-art, and results suggested that our approach showed

significant improvement from previous approaches, and the results indicate that

FLAG-PDFe has 16% performance gain on the SemPub2016 winner.

Table 4.4: The Performance Matrix of FLAG-PDFe on the TD of SemPub2017
challenge.

Metadata Recall Precision F-Measure

Author 0.932 0.932 0.932

Affiliation 0.761 0.823 0.791

Country 0.837 0.953 0.891

Supp. Material 0.715 1.000 0.833

Sections 0.953 1.000 0.976

Table caption 0.923 0.923 0.923

Figure Caption 0.899 0.961 0.929

EU Projects 0.643 1.000 0.783

Average 0.833 0.949 0.860

Additionally, we evaluated the performance of our proposed framework on the TD

consisting of 40 research papers from the SemPub2017 challenge. On the basis of

our TD dataset from SemPub2016, we evaluated results on 7 parameters that our
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technique extracts. The results presented in Table 4.4 reveals consistent perfor-

mance of model that average recall = 0.833, precision = 0.949 and F-Measure =

0.860.

Figure 4.2: The final result comparison of FLAG-PDFe with the SumPub2016
challenge participants

4.1.7 Summary

In the previous chapter, we extracted the logical layout structure using the sup-

port vector Machine (SVM), a machine learning algorithm on the basis of the

extracted feature set. Now in this section, we have extracted the metadata, and

we have selected the dataset of research articles of CEURWS.org conference that

is the world’s renowned metadata extraction challenge ESWC. We evaluated our

approach with the results of the best approaches that were published by the orga-

nizers of the challenge. The winner of the challenge is the former Ph.D. student of

our research group. We have proposed our novel approach based on the learning

and training which I had acquired from the Ph.D. student of our research group.

We trained and tested our approach on the SemPub2016 challenge and improved
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the results by 16% from the winner of the challenge. We also evaluated our ap-

proach on the training dataset of SemPub2017.

We have used three datasets of articles published at CEURWS.org that are train-

ing data (TD), evaluation data (ED) from SemPub2016, and training data (TD)

of SemPub2017. However, we require a more comprehensive dataset to check the

comprehensiveness and diversification to prove the efficiency and completeness of

our approach. Therefore, we have used benchmark datasets like sectLabel and cu-

rated dataset, which I created during my Ph.D. research duration which consists

of articles from diversified publishers. In the next section, we shall evaluate our

approach on these datasets and will further compare our approach’s results with

the results of the state-of-the-art.

4.2 Results on Curated Dataset

In previous section, we have used the CEUR dataset 2 to evaluate our method-

ology to extract metadata from research articles. The European Semantic Web

Conference (ESWC) organizes SemPud challenge 3, which had a dataset of re-

search articles from CEURWS.org. These articles were selected from diversified

publishers, however, the dataset was of small size, and few elements of metadata

were extracted. For a comprehensive evaluation of our proposed methodology, we

require a dataset that has research articles from diversified publishers. In this re-

gard, we have performed experiments on two different datasets to further evaluate

our methodology. We have also selected a second widely used benchmark dataset

provided by the sectLabel approach and compare our approach with renowned

2https://github.com/angelobo/SemPubEvaluator
3https://github.com/ceurws/lod/wiki/SemPub17_Task2

https://github.com/angelobo/SemPubEvaluator
https://github.com/ceurws/lod/wiki/SemPub17_Task2


Results 124

commercially available tools and state-of-the-art approaches. We shall also evalu-

ate additional metadata elements (as shown in the Table 3.12) and compare our

approach with state-of-the-art approaches.

In the next sections, we shall discuss the datasets that we have selected and de-

veloped to evaluate the proposed approach for the extraction of metadata from

research articles. The first dataset is a benchmark dataset that is proposed and

developed by the sectLabel technique, and the state-of-the-art has used it to evalu-

ate their proposed techniques. The second dataset of PDF-based research articles

is a curated dataset selected from diversified publishers to evaluate the proposed

approach and compare it with the state-of-the-art approaches like PDFX, CER-

MINE, and sectLabel.

In the next section, we shall evaluate our proposed methodology using gold stan-

dard datasets ds1 and ds2 and compare the approach with state-of-the-art ap-

proaches.

4.2.1 Results

This section presents the results of our proposed system and evaluates the perfor-

mance on the gold-standard datasets with state-of-the-art. At first, we evaluated

our system’s performance with popular online available tools to extract metadata

from research articles using the diversified curated dataset. The tools automati-

cally annotate all the content of the research article and output them in different

file formats. We used XML formate and applied xQuery to get our desired meta-

data generated by these tools for evaluation purposes. Secondly, we evaluated our

system with a state-of-the-art system on the benchmark dataset.
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4.2.2 Comparsion with CERMINE and PDFX on GOLD-

Standard

We evaluated the performance of our proposed system with popular online tools

CERMINE and PDFX and used our curated diversified dataset. CERMINE and

PDFX take a research article in pdf file format and annotate all the content of

the research article. The output of these systems is in different file formats, we

used XML format to evaluate the performance of these systems. We removed the

undesired research article’s content generated by these systems and extracted only

relevant metadata by applying the XQuery on the XML files. The next subsections

have the details of these XQueries used for each system.

4.2.2.1 XQuery for CERMINE Generated XML Files

We used the following XQueries to get the desired metadata from CERMINE

system’s XML file output.

Journal Name XQuery to find the name of the journal.

< journaltitle >

{data($articles/front/journal−meta/journal− title− group/journal− title)}

< /journaltitle >

Title XQuery to find the title of the article.

< title >

{data($articles/front/article−meta/title− group/article− title)}

< /title >

DOI XQuery to find the doi of the article.

< doi >

{data($articles/front/article−meta/article− id)}

< /doi >
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Year XQuery to find the year of the article.

< pubyear >

{data($articles/front/article−meta/pub− date/year)}

< /pubyear >

Volume XQuery to find the volume of an article.

< volume >

{data($articles/front/article−meta/volume)}

< /volume >

Issue XQuery to find the issue number of the article.

< issue >

{data($articles/front/article−meta/issue)}

< /issue >

Pages XQuery to find the pages of the article.

< firstpage >

{data($articles/front/article−meta/fpage)}

< /firstpage >

< lastpage >

{data($articles/front/article−meta/lpage)}

< /lastpage >

Keywords XQuery to find the keywords of the article.

< keywords > {for$keywordat$jin

$articles/front/article−meta/kwd− group/kwd

return < keyword > {data($keyword)} < /keyword >}

< /keywords >

Authors XQuery to find the authors of the article.
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< authors > {for$authorsat$jin

$articles/front/article−meta/contrib− group/contrib/string − name

return < author > {data($authors)} < /author >}

< /authors >

Affiliations XQuery to find the author affiliations of the article.

< affiliations >

{

for$affiliationat$jin

$articles/front/article−meta/contrib− group/aff

return < institution >

{data($affiliation/institution)} < /institution >

}

{

for$affiliationat$jin

$articles/front/article−meta/contrib− group/aff

return < country >

{data($affiliation/country)} < /country >

}

< /affiliations >

H1 XQuery to find the Heading level 1 of the article.

< section1 >

{

for$h1at$jin$articles/body/sec

return < h1 > {data($h1/title)} < /h1 >

}

< /section1 >

H2 XQuery to find the Heading level 2 of the article.

< section2 >

{
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for$h2at$jin$articles/body/sec/sec

return < h2 > {data($h2/title)} < /h2 >

}

< /section2 >

H3 XQuery to find the Heading level 1 of the article.

< section3 >

{ for$h3at$jin$articles/body/sec/sec/sec

return < h3 > {data($h3/title)} < /h3 >

}

< /section3 >

References XQuery to find the number of references in the article.

< refcnt >

{

for$refat$jin$articles/back/ref − list

return < ref > {count($ref/ref)} < /ref >

}

< /refcnt >

Abstract XQuery to find the abstract of the article.

< abstract >

{count($articles/front/article−meta/abstract)}

< /abstract >

4.2.2.2 XQuery for PDFX Generated XML Files

We used the following XQueries to get the desired metadata from PDFX system’s

XML file output.

Title XQuery to find the title of the article.
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< title >

{data($articles/article/front/title− group/article− title)}

< /title >

DOI XQuery to find the doi of the article.

< doi > {data($articles/meta/doi)} < /doi >

Abstract XQuery to find the abstract of the article.

< abstract >

{count($articles/article/front/abstract)}

< /abstract >

Authors XQuery to find the authors of the article.

< authors > {for$authorsat$jin

$articles/article/front/region/email

return < email > {data($authors)} < /email >}

< /authors >

H1 XQuery to find the Heading level 1 of the article.

< section1 >

{

for$h1at$jin$articles/article/body/.//h1

return < h1 > {data($h1)} < /h1 >

}

< /section1 >

H2 XQuery to find the Heading level 2 of the article.

< section2 >

{

for$h2at$jin$articles/article/body/.//h2

return < h2 > {data($h2)} < /h2 >
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}

< /section2 >

H3 XQuery to find the Heading level 3 of the article.

< section3 >

{

for$h3at$jin$articles/article/body/.//h3

return < h3 > {data($h3)} < /h3 >

}

< /section3 >

References XQuery to find the number of references in the article.

< ref >

{count($articles/article/body/section/.//ref − list/ref)}

< /ref >

Table Caption XQuery to find the table captions in the article. < tables > {

for$captionsat$jin

$articles/.//region[contains(@class,′DoCO : TableBox′)]

return < table > {data($captions/caption)} < /table > } < /tables >

Figure Caption XQuery to find the Figure captions in the article.

< figures > {

for$captionsat$jin

$articles/.//region[contains(@class,′DoCO : FigureBox′)]

return < fig > {data($captions/caption)} < /fig >

} < /figures >
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Table 4.5: The detail evalution matrix of Flag-PDFe system to extract different metadate component from diversifed publishers.
Where R denotes Recall, P denotes precision, and F denotes F-measure

Metadata ACM Elsevier IEEE MDPI Springer Overall

P R F P R F P R F P R F P R F P R F

Journal 0.98 1.00 0.99 0.96 1.00 0.98 1.00 1.00 1.00 1.00 1.00 1.00 0.84 1.00 0.91 0.96 1.00 0.98

Title 0.98 1.00 0.99 0.96 1.00 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 0.99

volume 0.94 0.90 0.92 0.94 0.96 0.95 1.00 1.00 1.00 1.00 1.00 1.00 0.94 1.00 0.97 0.96 0.97 0.97

Issue 0.94 1.00 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.16 0.16 0.16 0.82 0.83 0.83

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

pages 0.82 0.98 0.89 1.00 1.00 1.00 1.00 1.00 1.00 0.50 0.77 0.61 0.76 0.86 0.81 0.82 0.92 0.86

ref 0.97 0.99 0.98 0.82 0.98 0.89 0.93 1.00 0.96 0.97 0.99 0.98 0.9 0.99 0.94 0.92 0.99 0.95

keywords 0.51 0.62 0.56 0.86 0.96 0.9 0.83 0.94 0.88 0.94 0.93 0.93 0.84 0.96 0.9 0.8 0.88 0.84

h1 0.82 0.86 0.84 0.9 0.78 0.83 0.9 0.9 0.9 0.9 0.73 0.81 0.83 0.67 0.74 0.87 0.79 0.82

h2 0.71 0.79 0.75 0.8 0.79 0.79 0.77 0.81 0.79 0.8 0.84 0.82 0.25 0.33 0.29 0.67 0.71 0.69

h3 0.39 0.39 0.39 0.86 1.00 0.93 0.41 0.47 0.44 0.56 1.00 0.71 0.53 0.62 0.57 0.55 0.7 0.61

doi 0.84 1.00 0.91 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 1.00 0.94 0.94 1.00 0.97

author 0.86 0.87 0.86 0.89 0.95 0.92 0.97 0.98 0.98 0.93 0.99 0.96 0.94 1.00 0.97 0.92 0.96 0.94

affiliation 0.78 0.86 0.82 0.84 0.92 0.88 0.86 0.88 0.87 0.9 0.92 0.91 0.86 0.86 0.86 0.85 0.89 0.87

country 0.49 1.00 0.65 0.79 1.00 0.88 0.95 1.00 0.98 0.95 1.00 0.97 0.87 1.00 0.93 0.81 1.00 0.88

abstract 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

emails 0.86 1.00 0.93 0.93 1.00 0.96 0.82 1.00 0.9 0.87 1.00 0.93 0.92 1.00 0.96 0.88 1.00 0.94

tables 0.84 0.95 0.89 0.8 0.88 0.84 0.48 0.62 0.54 0.82 0.88 0.85 0.69 0.73 0.71 0.73 0.81 0.77

figures 0.82 0.99 0.90 0.91 0.98 0.95 0.78 0.97 0.86 0.69 0.95 0.8 0.73 0.93 0.82 0.79 0.96 0.87

accepted on 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

published on 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

corresponding 0.72 0.94 0.82 0.72 1.00 0.84 0.87 1.00 0.93 0.80 1.00 0.89 0.68 0.97 0.8 0.76 0.98 0.86

Total 0.83 0.92 0.87 0.91 0.96 0.93 0.89 0.93 0.91 0.89 0.96 0.92 0.80 0.87 0.83 0.86 0.93 0.89
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4.2.2.3 Evaluation

To evaluate our proposed methodology and state-of-the-art systems, we used the

recall, precision, and f-measure evaluation measures. We calculated these param-

eters using the below-mentioned equations. To measure the recall, the correctly

classified number of elements is divided by the actual number of elements. Sim-

ilarly, the precision is calculated by the correctly classified number of elements

divided by the total number of elements classified by the system. The F-measure

is the harmonic mean of recall and precision.

Initially, we evaluated the results of our proposed approach using these evaluation

parameters. Table 4.5 shows the detailed output of our system to extract different

metadata elements for journals of diversified publishers.

The results illustrate that our approach Flag-PDFe has constantly performed on

different journals from diversified publishers. The approach accurately extracted

the generic set of features from research articles with diversified layouts and pub-

lication styles. The final selected classification model SVM support vector ma-

chine retrieved the logical layout structure of research articles with different layout

styles. Finally, the approach adopted to extract diverse metadata elements with

diversified formatting styles worked effectively. The system average recall is 0.86,

precision is 0.93, and f-measure is 0.89. Next, we shall compare these results with

the results produced by the state-of-the-art approaches to extract the metadata

element.

FLAG-PDFe Comparison with Cermine The CERMINE approach ex-

tracts different metadata elements like the name of the journal, the title of the ar-

ticle, author names, author affiliation, the country of affiliation, abstract, volume,

and issue of the journal, the year of publication, DOI, pages, keywords, headings,

and references. We performed a comparison of FLAG-PDFe with the CERMINE

on these metadata elements. We have shown a detailed comparison of metadata
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extraction results in this section. First, we have presented the journal-wise in-

dividual metadata elements extraction compassion of both approaches. Then we

presented the summary of results publisher-wise. Finally, we have shown the over-

all performance of both approaches in the form of graphical representation.

Table 4.6: The comparison of CERMINE and FLAG-PDFe to extract meta-
data from articles publised by the AMC.

Metadata Cermine Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Journal 0.98 1.00 0.99 0.98 1.00 0.99

Title 0.98 0.98 0.98 0.98 1.00 0.99

volume 1.00 1.00 1.00 0.94 0.90 0.92

Issue 1.00 1.00 1.00 0.94 1.00 0.97

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00

pages 0.06 0.06 0.06 0.82 0.98 0.89

ref 0.96 0.99 0.98 0.97 0.99 0.98

keywords 0.73 0.73 0.73 0.51 0.62 0.56

h1 0.67 0.32 0.43 0.82 0.86 0.84

h2 0.00 0.00 0.00 0.71 0.79 0.75

h3 0.01 0.01 0.01 0.39 0.39 0.39

doi 0.50 1.00 0.67 0.84 1.00 0.91

author 0.51 0.54 0.53 0.86 0.87 0.86

affiliation 0.10 0.67 0.18 0.78 0.86 0.82

country 0.17 1.00 0.29 0.49 1.00 0.65

abstract 1.00 1.00 1.00 1.00 1.00 1.00

Table 4.6 shows the comparison of FLAG-PDFe and CERMINE using the research

article of Association for Computing Machinery (ACM). Our approach has out-

performed CERMINE in many scenarios. Especially while extracting the headings

and the subheadings. Our approach also produced better results to extract authors

and affiliation metadata.
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Table 4.7 shows the comparison of FLAG-PDFe and CERMINE using the dataset

of research articles for Elsevier publisher. Our approach has again outperformed

CERMINE in many cases. Especially while extracting the Journal publication-

related information, headings, and the subheading.

Table 4.7: The comparison of CERMINE and FLAG-PDFe to extract meta-
data from articles publised in Elsevier

Metadata Cermine Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Journal 0.94 1.00 0.97 0.96 1.00 0.98

Title 0.94 1.00 0.97 0.96 1.00 0.98

volume 1.00 1.00 1.00 0.94 0.96 0.95

Issue 1.00 0.29 0.44 1.00 1.00 1.00

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00

pages 1.00 1.00 1.00 1.00 1.00 1.00

ref 0.90 1.00 0.94 0.82 0.98 0.89

keywords 0.87 0.98 0.92 0.86 0.96 0.90

h1 0.91 0.70 0.79 0.90 0.78 0.83

h2 0.84 0.65 0.73 0.80 0.79 0.79

h3 0.02 0.03 0.03 0.86 1.00 0.93

doi 0.88 1.00 0.94 1.00 1.00 1.00

author 0.93 0.99 0.96 0.89 0.95 0.92

affiliation 0.99 0.84 0.91 0.84 0.92 0.88

country 1.00 1.00 1.00 0.79 1.00 0.88

abstract 0.98 1.00 0.99 1.00 1.00 1.00

Table 4.8 shows the comparison of FLAG-PDFe and CERMINE using the re-

search article from journals of the Institute of Electrical and Electronics Engineers

(IEEE). Our approach has outperformed CERMINE in all scenarios. Especially
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while extracting the authors, affiliations, journal’s publication information, head-

ings, and subheadings. Our approach also produced better results due to the

efficient use of metadata extraction methodology.

Table 4.8: The comparison of CERMINE and FLAG-PDFe to extract meta-
data from articles publised by in IEEE

Metadata Cermine Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Journal 0.24 0.86 0.38 1.00 1.00 1.00

Title 1.00 1.00 1.00 1.00 1.00 1.00

volume 0.96 0.96 0.96 1.00 1.00 1.00

Issue 0.63 0.38 0.47 1.00 1.00 1.00

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00

pages 0.98 0.98 0.98 1.00 1.00 1.00

ref 0.99 0.99 0.99 0.93 1.00 0.96

keywords 0.38 1.00 0.55 0.83 0.94 0.88

h1 0.58 0.53 0.55 0.90 0.90 0.90

h2 0.46 0.53 0.49 0.77 0.81 0.79

h3 0.20 0.35 0.26 0.41 0.47 0.44

doi 0.02 1.00 0.04 1.00 1.00 1.00

author 0.92 0.99 0.95 0.97 0.98 0.98

affiliation 0.82 0.93 0.87 0.86 0.88 0.87

country 0.86 1.00 0.92 0.95 1.00 0.98

abstract 0.92 1.00 0.96 1.00 1.00 1.00

Table 4.9 shows the comparison of FLAG-PDFe and CERMINE using the dataset
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of research articles for Multidisciplinary Digital Publishing Institute (MDPI) pub-

lisher. Our approach has again outperformed CERMINE in all cases. Especially

while extracting the Journal publication-related information, authors, and affilia-

tions.

Table 4.9: The comparison of CERMINE and FLAG-PDFe to extract meta-
data from articles publised by MDPI

Metadata Cermine Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Journal 1.00 1.00 1.00 1.00 1.00 1.00

Title 1.00 1.00 1.00 1.00 1.00 1.00

volume 1.00 1.00 1.00 1.00 1.00 1.00

Issue 0.13 0.02 0.03 1.00 1.00 1.00

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00

pages 0.74 0.50 0.60 0.50 0.77 0.61

ref 0.97 0.99 0.98 0.97 0.99 0.98

keywords 1.00 0.99 1.00 0.94 0.93 0.93

h1 0.76 0.80 0.78 0.90 0.73 0.81

h2 0.63 0.37 0.46 0.80 0.84 0.82

h3 0.41 0.05 0.08 0.56 1.00 0.71

doi 1.00 1.00 1.00 1.00 1.00 1.00

author 0.96 0.99 0.98 0.93 0.99 0.96

affiliation 0.29 1.00 0.45 0.90 0.92 0.91

country 0.41 1.00 0.58 0.95 1.00 0.97

abstract 1.00 1.00 1.00 1.00 1.00 1.00

Table 4.10 shows the comparison of FLAG-PDFe and CERMINE for the research

article from journals of Springer Publishers. The FLAG-PDFe has outperformed

CERMINE in most scenarios. While extracting the authors, affiliations, headings,
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Table 4.10: The comparison of CERMINE and FLAG-PDFe to extract meta-
data from articles publised by the Springer.

Metadata Cermine Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Journal 0.74 1.00 0.85 0.84 1.00 0.91

Title 1.00 1.00 1.00 1.00 1.00 1.00

volume 1.00 1.00 1.00 0.94 1.00 0.97

Issue 0.16 0.16 0.16 0.16 0.16 0.16

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00

pages 0.56 0.56 0.56 0.76 0.86 0.81

ref 0.99 0.99 0.99 0.90 0.99 0.94

keywords 0.92 0.98 0.95 0.84 0.96 0.90

h1 0.97 0.77 0.86 0.83 0.67 0.74

h2 0.04 0.05 0.05 0.25 0.33 0.29

h3 0.02 0.03 0.02 0.53 0.62 0.57

doi 0.86 1.00 0.92 0.88 1.00 0.94

author 0.94 1.00 0.97 0.94 1.00 0.97

affiliation 0.99 0.85 0.91 0.86 0.86 0.86

country 0.81 1.00 0.90 0.87 1.00 0.93

abstract 0.96 1.00 0.98 1.00 1.00 1.00

and subheadings, our approach produced better results. Although the CERMINE

was tested for the same publisher.

Table 4.11 shows the final comparison of FLAG-PDFe and CERMINE showing the
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Table 4.11: The final metadata element wise comparision of CERMINE and
FLAG-PDFx

Metadata Cermine Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Journal 0.78 0.97 0.84 0.96 1.00 0.98

Title 0.98 1.00 0.99 0.99 1.00 0.99

volume 0.99 0.99 0.99 0.96 0.97 0.97

Issue 0.58 0.37 0.42 0.82 0.83 0.83

Pubyear 1.00 1.00 1.00 1.00 1.00 1.00

pages 0.67 0.62 0.64 0.82 0.92 0.86

ref 0.96 0.99 0.98 0.92 0.99 0.95

keywords 0.79 0.94 0.84 0.80 0.88 0.84

h1 0.78 0.62 0.68 0.87 0.79 0.82

h2 0.39 0.32 0.35 0.67 0.71 0.69

h3 0.13 0.09 0.08 0.55 0.70 0.61

doi 0.65 1.00 0.71 0.94 1.00 0.97

author 0.85 0.90 0.88 0.92 0.96 0.94

affiliation 0.64 0.86 0.66 0.85 0.89 0.87

country 0.65 1.00 0.74 0.81 1.00 0.88

abstract 0.97 1.00 0.99 1.00 1.00 1.00

aggregated results of all the publishers that we have previously explained. The

FLAG-PDFe approach has outperformed CERMINE in all cases for aggregated

results. Figure 4.3 shows the overall average aggregate results of FLAG-PDFe and

CERMINE, where FLAG-PDFe has produced the best results.
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Figure 4.3: The final result comparison of FLAG-PDFe with the CERMINE

Table 4.12 shows the final comparison of FLAG-PDFe and CERMINE shows the

publisher wise result summary.

Table 4.12: The publisher wise comparision of CERMINE and FLAG-PDFx

Publisher Recall Precision F-Measure

CERMINE FLAG-PDFe CERMINE FLAG-PDFe CERMINE FLAG-PDFe

ACM 0.61 0.81 0.71 0.89 0.62 0.85

Elsevier 0.89 0.91 0.84 0.96 0.85 0.93

IEEE 0.69 0.91 0.84 0.94 0.71 0.92

MDPI 0.77 0.9 0.79 0.95 0.75 0.92

Springer 0.75 0.79 0.77 0.84 0.76 0.81

FLAG-PDFe Comparison with PDFX The PDFX approach extracts differ-

ent metadata elements like the title of the article, emails, tables, figures, headings,

subheadings, sub subheadings, DOI, abstract, and references. We performed a

comparison of FLAG-PDFe with the PDFX on these metadata elements. We

have shown a detailed comparison of metadata extraction results in this section.
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First, we have presented the journal-wise individual metadata elements extrac-

tion compassion of both approaches. Then we presented the summary of results

publisher-wise. Finally, we have shown the overall performance of both approaches

in the form of graphical representation.

Table 4.13: The comparison of PDFX and FLAG-PDFe to extract metadata
from articles publised in the AMC.

Metadata PDFX Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Title 0.98 0.98 0.98 0.98 1.00 0.99

emails 0.23 1.00 0.38 0.86 1.00 0.93

tables 0.89 0.92 0.91 0.84 0.95 0.89

ref 1.00 0.99 0.99 0.97 0.99 0.98

figures 0.87 0.99 0.93 0.82 0.99 0.90

h1 0.86 0.59 0.70 0.82 0.86 0.84

h2 0.66 0.60 0.63 0.71 0.79 0.75

h3 0.02 1.00 0.04 0.39 0.39 0.39

doi 0.76 1.00 0.86 0.84 1.00 0.91

abstract 0.46 1.00 0.63 1.00 1.00 1.00

Table 4.13 shows the results of both approaches using a research article of As-

sociation for Computing Machinery (ACM) journal. Our approach outperformed

PDFx in all cases, especially while extracting emails, heading level 1, and abstract.
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Table 4.14 shows the comparison of results of our approach and PDFx for articles

of Elsevier publisher. Our approach outperformed PDFx in all cases, especially

while extracting emails, heading level 1, and heading level 3.

Table 4.14: The comparison of PDFX and FLAG-PDFe to extract metadata
from articles publised in Elsevier.

Metadata PDFX Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Title 0.96 0.96 0.96 0.96 1.00 0.98

emails 0.11 1.00 0.20 0.93 1.00 0.96

tables 0.76 0.79 0.78 0.80 0.88 0.84

ref 0.71 0.91 0.80 0.82 0.98 0.89

figures 0.94 0.99 0.96 0.91 0.98 0.95

h1 0.89 0.50 0.64 0.90 0.78 0.83

h2 0.75 0.58 0.65 0.80 0.79 0.79

h3 0.64 1.00 0.78 0.86 1.00 0.93

doi 1.00 1.00 1.00 1.00 1.00 1.00

abstract 0.78 1.00 0.88 1.00 1.00 1.00

Table 4.15 represents the metadata extraction results by using the articles of the

Institute of Electrical and Electronics Engineers (IEEE) publisher. The results

shows that PDFx is unable to extract metadata from IEEE articles and our ap-

proach consistently showed better results. Table 4.16 shows the comparison of

both the techniques using the Digital Publishing Institute (MDPI) publisher’s re-

search article. Our approach outperformed PDFx in all cases, especially while

extracting emails, figure captions, and heading of all levels.
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Table 4.15: The comparison of PDFX and FLAG-PDFe to extract metadata
from articles publised by the IEEE.

Metadata PDFX Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Title 1.00 1.00 1.00 1.00 1.00 1.00

emails 0.54 1.00 0.70 0.82 1.00 0.90

tables 0.48 0.62 0.54 0.48 0.62 0.54

ref 0.99 0.91 0.95 0.93 1.00 0.96

figures 0.37 0.93 0.53 0.78 0.97 0.86

h1 0.73 0.46 0.57 0.90 0.90 0.90

h2 0.78 0.62 0.69 0.77 0.81 0.79

h3 0.01 1.00 0.01 0.41 0.47 0.44

doi 0.02 1.00 0.04 1.00 1.00 1.00

abstract 0.98 1.00 0.99 1.00 1.00 1.00

Table 4.16: The comparison of PDFX and FLAG-PDFe to extract metadata
from articles publised by the MDPI.

Metadata PDFX Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Title 1.00 1.00 1.00 1.00 1.00 1.00

emails 0.37 1.00 0.54 0.87 1.00 0.93

tables 0.82 0.88 0.85 0.82 0.88 0.85

ref 0.84 0.99 0.91 0.97 0.99 0.98

figures 0.45 0.98 0.62 0.69 0.95 0.80

h1 0.82 0.37 0.51 0.90 0.73 0.81

h2 0.83 0.50 0.63 0.80 0.84 0.82

h3 0.19 1.00 0.31 0.56 1.00 0.71

doi 1.00 1.00 1.00 1.00 1.00 1.00

abstract 0.90 1.00 0.95 1.00 1.00 1.00
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Similarly, Table 4.17 shows the results of metadata elements extraction from the

articles of Springer Publisher. The results shows that PDFx extracted heading

level 2 more accurately. However, the for other metadata element our approach

outperformed PDFx, especially in case of emails, heading level 1, and heading

level 3.

Table 4.17: The comparison of PDFX and FLAG-PDFe to extract metadata
from articles publised by the Springer.

Metadata PDFX Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Title 1.00 1.00 1.00 1.00 1.00 1.00

emails 0.40 1.00 0.57 0.92 1.00 0.96

tables 0.69 0.73 0.71 0.69 0.73 0.71

ref 0.87 0.98 0.92 0.90 0.99 0.94

figures 0.70 0.96 0.81 0.73 0.93 0.82

h1 0.67 0.31 0.42 0.83 0.67 0.74

h2 0.82 0.47 0.59 0.25 0.33 0.29

h3 0.06 1.00 0.11 0.53 0.62 0.57

doi 0.86 1.00 0.92 0.88 1.00 0.94

abstract 0.96 1.00 0.98 1.00 1.00 1.00

Table 4.18 shows the overall comparison of results of FLAG-PDFe and PDFX for

each metadata element. The results shows that our approach outperformed PDFx

in all cases. For metadata elements including emails, heading level 1, heading level

3, doi, and abstract; our approach extracted metadata will better accuracy.

Table 4.19 shows the final comparison of FLAG-PDFe and PDFX showing the

aggregated results of all the publishers that we have previously explained. The
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Table 4.18: The overall metadata extraction comparision of PDFx and Flag-
PDFe

Metadata PDFX Flag-PDFe

Recall Precision Fmeasure Recall Precision Fmeasure

Title 0.99 0.99 0.99 0.99 1.00 0.99

emails 0.33 1.00 0.48 0.88 1.00 0.94

tables 0.73 0.79 0.76 0.73 0.81 0.77

ref 0.88 0.96 0.91 0.92 0.99 0.95

figures 0.67 0.97 0.77 0.79 0.96 0.87

h1 0.80 0.45 0.57 0.87 0.79 0.82

h2 0.77 0.55 0.64 0.67 0.71 0.69

h3 0.18 1.00 0.25 0.55 0.70 0.61

doi 0.73 1.00 0.77 0.94 1.00 0.97

abstract 0.82 1.00 0.88 1.00 1.00 1.00

FLAG-PDFe approach has outperformed PDFX in all cases for aggregated results.

Table 4.19: The publisher wise comparision of PDFX and FLAG-PDFe

Publisher Recall Precision F-Measure

PDFX FLAG-PDFe PDFX FLAG-PDFe PDFX FLAG-PDFe

ACM 0.67 0.83 0.91 0.92 0.7 0.87

Elsevier 0.75 0.91 0.87 0.96 0.76 0.93

IEEE 0.59 0.93 0.85 0.91 0.6 0.91

MDPI 0.72 0.89 0.87 0.96 0.73 0.92

SPRINGER 0.7 0.8 0.84 0.87 0.7 0.83
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Figure 4.4 shows the overall average aggregate results of FLAG-PDFe and PDFX,

where FLAG-PDFe has produced the best results.

Figure 4.4: The final result comparison of FLAG-PDFe with the PDFX

4.2.3 FLAG-PDFe Comparison with sectLabel

In this section, results of extracted metadata in the document are presented. We

have evaluated title, journals, acceptance and publication date, pages, DOI, year,

references, authors, affiliations, country of affiliation, emails, corresponding emails,

keywords, sections (heading level 1), and the Table and the Figure Captions. The

recall, precision, and f-measure are a measure of each element and the mean value

of these measuring methods are calculated against each metadata element. The

final model results presented in Table 4.20 reveals that average recall = 0.922,

precision = 0.954 and F-Measure = 0.938 of FLAG-PDFe approach while using

the sectLabel dataset ds3.

Figure 4.5 shows the graphical representation of overall results of sectLabel, PDFX,

and FLAG-PDFe while using the dataset of articles used by sectLabel approach.
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Table 4.20: The evaluation of FLAG-FDFe to extract metadata using dataset
published by the sectLabel approach.

Metadata Flag-PDFe

Recall Precision F-Measure

Title 1.00 1.00 1.00

Journals 0.93 1.00 0.97

Accepted on 1.00 1.00 1.00

Published on 1.00 1.00 1.00

Pages 0.97 1.00 0.98

DOI 1.00 1.00 1.00

Year 1.00 1.00 1.00

References 0.97 0.99 0.98

Author 0.93 0.98 0.96

Affiliation 0.95 0.98 0.96

Country distinct 1.00 1.00 1.00

Email 0.97 0.99 0.98

corresponding 0.79 1.00 0.88

keywords 0.88 0.90 0.89

h1 0.96 0.95 0.96

h2 0.92 0.93 0.93

h3 0.57 0.44 0.50

figure cap 0.90 0.92 0.91

tables cap 0.87 0.95 0.91

tables 0.90 1.00 0.95

figures 0.87 1.00 0.93

The final results revealed the F-Score of sectLabel is 0.920, FDFX is 0.82, and
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FLAG-PDFe is 0.92. Therefore, the final result shows the FLAG-PDFe has out-

performed state-of-the-art approaches on the gold standard dataset ds3.

Figure 4.5: The final metadata extraction F-Score comparison of FLAG-PDFe
with sectlabel and PDFX

4.2.4 Summary

Section 3.3 presents the logical layout structure using the support vector machine

(SVM), a machine learning algorithm on the basis of the extracted feature set .

Section 3.4 shows the metadata extraction technique from the research articles.

The first dataset ds3 is a curated dataset that consists of 250 research articles

from diversified journals, with the diversified publication, composition, and lay-

out styles. The second dataset ds2 is a benchmark dataset, which consists of 40

research articles proposed by the sectLabel approach.

We comprehensively evaluated the output of our approach, FLAG-PDFe with the

state-of-the-art approaches. First, we evaluated FLAG-PDFe with CERMINE and

PDFX on the ds3, which consists of articles from diversified publishers. Then sec-

ondly, we evaluated the FLAG-PDFe with sectLabel and PDFX using sectLabel
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dataset ds2. The results revealed that FLAG-PDFe has outperformed all previous

approaches while using the dataset of articles with publishers having diversified

publication styles.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

In recent years, enormous growth has been witnessed in diversified domains in the

form of scientific research publications that have contributed as an online plethora

of scientific resources. Research communities use online tools to have quick access

to these new scientific discoveries and inventions. However, there is a limitation

when the precise search is required on the content of the metadata, which is due

to the lack of structural information and metadata available to these scientific

search engines. Hence different research communities and publishers have worked

on techniques to extract useful metadata to enhance the capabilities of digital li-

braries, citation indexes, and search engines.

This thesis performs a critical evaluation of the state-of-the-art metadata extrac-

tion approach from scientific research publications. These approaches are classified

into two different categories like heuristic-based approaches and machine learning-

based approaches. We have performed a comprehensive review of previous lit-

erature after studying hundreds of research articles in the domain of metadata

extraction and document layout analysis. Based on the evaluation, we have pre-

sented the strengths and deficiencies of these approaches which are highlighted in

149
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Chapter 2. After performing the comprehensive evaluation of previous approaches,

we have identified some research gaps that we shall try to resolve in our proposed

approach. Previous approaches produced better results while extracting metadata

from research articles from the same publisher. They produce better results in a

controlled environment and the smaller size of the dataset was used in some cases.

The feature extraction methodology is not comprehensively evaluated and their

techniques are not properly identified. Previous systems use the direct approach

on the content of the research article to extract metadata

Based on the identified research gaps, we have proposed a methodology that tries

to address the problems in a modular approach. We have divided the problem into

subtasks and then focus on each task to efficiently extract metadata from research

articles of diversified publishers. We named the Framework “FLAGPDFe” that

has four stages where each stage depends upon the output of its previous stage.

Initially, the system extracts the content of the PDF file using a Java-based li-

brary which provides text blocks along with textual and geometric information.

The first stage extracts the physical layout structure based on the output of the

PDF extraction library. Then the system identifies the column layout styles and

finally, the correction of reading order is performed. The second stage performs the

feature set identification that initially identifies the external boundaries, internal

content, and generates line numbers. Different methods are applied to this identi-

fied content like template matching, regular expression, keywords, and geometric

distance to create feature sets that are categorized as font properties, neighbor

distance, font typography, lexical features, and text locations. The final sets of

features were selected by using the method Chi-square for feature selection and

indexing. In order to evaluate our extracted features, we created a training dataset

that contains text blocks along with logical layout structural annotations and fea-

ture sets. In the third stage, we evaluated machine learning models to extract

logical layout structure from the research article we have categorized these logical
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layout structures into eight groups. These groups are the title section, authors and

affiliation, header and footer, heading and levels, figure section, table section ac-

knowledgment section, and main text body/paragraphs. We evaluated the logical

layout structure extraction model using two testing datasets. In the fourth stage,

the system extracts the metadata elements from the logical layout structure by

applying different approaches like template matching, regular expression, natural

language processing, and heuristics.

The benchmark datasets that are used to evaluate our proposed technique are

ESWC dataset from CEURWS.org, sectLabel dataset, and curated data set from

the diversified publishers. In section 4.1, we have presented the methodology to

extract metadata from the ESWC dataset SemPub2016 challenge and compared

our results with the winner of this challenge who is the former Ph.D. student of our

research group. We outperformed the challenge winner approach by 16% and the

evaluation was performed on the same input and output parameters. In section

4.2, we evaluated our approach on the diversified curated dataset that consists of

five Publishers and forty journals. The article composition and layout styles are

diversified and the metadata content has different presentation styles. On this

dataset, we also evaluated state-of-the-art approaches like PDFX and CERMINE,

both tools are freely available online. The system average recall is 0.86, precision

is 0.93, and f-measure is 0.89 on the curated dataset. We again evaluated our

approach and compare it with the state-of-the-art on the renowned benchmark

dataset named ”sectLabel”. The results reveals that average recall = 0.922, pre-

cision = 0.954 and F-Measure = 0.938 of FLAG-PDFe approach while using the

sectLabel dataset.

The feature sets that we constructed to find the logical layout structural compo-

nents of the research article are of diversified nature and they effectively performed

for all the data sets. Similarly, we used the support vector machine (SVM) machine

learning algorithm to extract the logical layout structure by employing feature sets,

again this approach effectively extracted the LLS from articles of diversified pub-

lishers. Finally, the approach was able to extract metadata from different logical
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layout structures based on template matching, regular expression, natural lan-

guage processing, and heuristics. The results show that our approach is scalable

and it works effectively to extract many metadata elements from research articles

of the diversified publisher and has outperformed the state-of-the-art approaches.

5.2 Key Contributions

The selected datasets to evaluate our proposed technique has diversified publishing

style and unique metadata requirements. FLAGPDFe outperformed renowned

techniques when evaluated on a selected dataset. We have made the following

contributions in this regard:

1. After performing comprehensive analysis we divided the problem into parts

and then focused on each part to solve it individually. Unlike previous ap-

proaches, which directly focus on metadata extraction either by applying

rules or tagging metadata for machine learning.

2. Proposed technique generates well-defined features set identified at two lev-

els; the first is the physical layout and textual properties of the individual

research article, which are then used to develop the generic set of features.

These features can be used to extract logical layout content of articles from

publishers with diversified composition styles.

3. Our approach does not completely rely on a single feature set, as in few

cases a feature set cannot be extracted correctly from a PDF file. In such

scenarios, other feature sets reinforce the missing features and minimize the

impact on the output of the system.
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4. Our technique works on standard rules to extract similar metadata elements

that are present in articles from diversified publication and layout styles.

5. The technique extracts unique metadata hidden in the content of the logical

layout structure. Also, not all previous approaches extracted the complete

metadata elements, rather they focus on a few as discussed in the chapter 2.

6. We have developed a comprehensive diversified curated dataset from diver-

sified publishers with different layouts and publishing styles.

7. We have done a comprehensive evaluation of our approach with state-of-

the-art approaches like CERMINE and PDFX on the benchmark dataset of

sectLabel and the diversified curated dataset. Additionally, we evaluated

our technique with the winner of the open challenge by leading the A-rated

ESWC conference.

We have further explained our research contributions and findings in the relevant

sections of this thesis in order to prove the novelty of the work.

5.3 Limitations

The proposed approach Flag-PDFe separates the structural components into two

layers. The first is the logical layout structure (LLS), and the second is the meta-

data present in these LLS. The approach uses the SVM technique to identify the

LLS based on textual and geometric features. The approach use heuristics and

regular expression on LLS to extract the final metadata of the research article.

There are a few limitations in underlaying components of the proposed approach,

which are mentioned below.
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1. The input of the proposed technique is a research article. The approach

extracts metadata from born-pdf research articles and will not work on OCR

or image-based input research files.

2. The approach uses third-party pdf extraction libraries (like itext or pdfex-

tract) to extract the content of a PDF file. However, there are a few scenarios

in which these libraries do not correctly retrieve the textual features of the

text blocks from the low-quality PDF files. This limitation of the libraries

results in the incorrect identification of the font based features.

3. The authors of the research article should ensure the correct alignment of

the paragraph columns. The system selects the most commonly published

boundary marge. The incorrect alignment of paragraphs will affect the ex-

traction of neighbor and text location-based features.

4. The features prepared in the proposed work have used the dataset of author

selected, CEUR and sectLabel research documents. The research papers of

these scientific resources are related to diversified domains. The machine

learning technique SMV identifies the LLS and specialized heuristics to ex-

tract metadata composition patterns. There is a possibility that a few these

methods may not correctly work for the research articles with untested layout

and composition styles.

5.4 Future Work

The proposed work exhibits a comprehensive framework to extract metadata from

different scalable stages. This dissertation has promoted further exploration and

potential directions for future research in this field, which have been highlighted

below:

1. This work can be extended in future to extract metadata from publishers

that are also associated with the research domains other than computer
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science, management sciences, and natural sciences domains. Which will

allow researchers to evaluate more machine learning algorithms to identify

logical layout structures and metadata elements.

2. A future enhancement of the metadata extraction technique can be achieved

through the replacement of regular expression with natural language pro-

cessing. That can be based on tokenized text mining algorithms like the

Hidden Markov Model (HMM), Conditional Random Fields (CRFs), and

Recurrent Neural Network (RNN) etc.

3. An intelligent approach can be developed to find and address anomalies in

research articles where authors did not follow the publisher guidelines and

published PDF files are of low quality.

4. In future, the proposed feature extraction algorithms can be extended by

analyzing more diversified composition styles available in the scientific liter-

ature. Furthermore, the extracted text with Unicode merged words should

be replaced with the correct characters to improve the overall accuracy of

lexical and typographical features extraction.

5. Replacing third-party libraries (like iText, and PDFExtract) with a more

robust tool to extract the PDF content can increase the efficiency of the font

feature extractor. In case the pdf content extraction tool doesn’t obtain the

font properties, then an alternative method can be developed by measuring

the font-weight based on the character boundary boxes.
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