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## Abstract

We discuss the restricted rhomboidal six-body problem (RR6BP), which has four positive masses at the vertices of the rhombus, and the fifth mass is at the intersection of the two diagonals. These masses always move in rhomboidal central configuration with diagonals 2 a and 2 b . The sixth body, having a very small mass, does not influence the motion of the five masses, also called primaries. In this capacity we discuss two cases of primaries with different masses. Case-I holds the families of rhomboidal central configuration for the mass parameters $a=1$ and $b \in(1 / \sqrt{3}, 1.1394282249562009)$ when the masses along horizontal axis are assumed to be same, i.e., $m_{0}=m_{1}=m_{2}=m$ and the masses along the vertical axis are same, i.e., $m_{3}=m_{4}=\widetilde{m}$. The Case-II holds the families of rhomboidal central configuration for the mass parameters $a$ and $b$ both vary in the interval $(0.5,1)$ when masses along the horizontal axis at the edge of rhombus other than $m_{0}$ are taken same, i.e., $m_{1}=m_{2}=m$ and the masses along the vertical axis $m_{3}$ and $m_{4}$ are taken same, i.e., $m_{3}=m_{4}=\widetilde{m}$. The equilibrium points for the test mass $m_{5}$ of a very small mass as compared to the primaries whose motion is influenced by the gravitational attraction of the primaries are found in both the cases. Case-I yielded that there are always 12 unstable equilibrium points, while the Case-II have further four sub-cases in the interval $(0.5,1)$ regarding the mass parameters $a$ and $b$. These sub-cases have 16, 20, 12 and 12 equilibrium points respectively. The first sub-case contains 8 off the coordinate axis stable equilibrium points; second sub-case also contains 8 off the coordinate axis stable equilibrium points; third sub-case contains 4 off the coordinate axis equilibrium points; the fourth sub-case has no stable equilibrium points. Further, using the first integral of motion, we derive the region of possible motion of test particle $m_{5}$ and identify the value of Jacobian constant $C$ for different energy intervals at which these regions become disconnected or partially disconnected.
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## Chapter 1

## Introduction

Clusters of objects can be found anywhere in the Universe. Specific stars, star clusters, clouds of hydrogen, and sets of galaxies are all compelled to move relative to one another by the law of gravitation. The $N$-body problem has been researched extensively in relation to the motion of these clusters of particles throughout history. For the problems with one body and two bodies, there is a well-known solution in closed form [1]. The general three-body problem (G3BP), which arises when $N=3$, is one of the most interesting unsolved dynamical problems. This problem for $N=3$ proved to be a cornerstone for celestial mechanics. The ethereal beauty of the night sky and the motion of the Sun influenced this branch of science to begin its quest. In recent years, this field of research has made considerable strides in solving $N$-body problems.

The quest began with Sir Isaac Newton, who published a work in Principia [2] (1685) on the motion of three bodies subject to the mutual gravitational force but he limited himself to verbal descriptions and geometric drawings. Euler and Lagrange provided the particular solutions to the G3BP. Euler, in 1767 [3], discovered the first three-particle Central Configuration (CC). The three particles in this configuration move in a proportional manner along a fixed straight line (collinear). A central configuration of $N$-bodies is a geometric arrangement of $N$ bodies in which the gravitational and centrifugal forces are equal and preserve the configuration forever. The triangular CC was discovered by Lagrange (1772) [4],
in which the three bodies move by retaining an equilateral triangle throughout their motion. Additionally, Euler was the first to suggest the circular restricted 3-body problem (CR3BP). Lagrange, on the other hand, focused at the CR3BP and discovered five equilibrium points that are now referred to as Lagrange points, which can be seen in Figure 1.1 for the Earth-Sun system. The James Webb Space Telescope (JWST) [5] was recently directed to park at $L_{2}$ of the Earth-Sun system. Its main objective is to observe the Universe's first galaxies after the big bang and the origin of the Universe. It will also observe the birth of early stars and exoplanets with the potential for life.


Figure 1.1: The Lagrange Points $L_{1}, \ldots, L_{5}$ for the Sun-Earth System are shown as red dots.

Lagrange found that if a test particle (matroids, asteroids, artificial satellite, etc) is placed at one of the two stable points $L_{4}$ or $L_{5}$, of two celestial objects, then this test particle would remain stationary in its orbit relative to these objects. This phenomenon happened due to the combined forces of the two celestial objects. In

1906 [6], Professor Wolf discovered asteroids (named Trojan and Greek asteroids) in the orbit of Jupiter which is at $L_{4}$ and $L_{5}$ of the Sun-Jupiter system.

Over the past century, the 3-body problem has received the most attention of celestial mechanics research. A lot of research has been done in the last two centuries on R3BP. The interested reader can see more literature on R3BP [722]. Because of the challenges of handling the extra parameters in four and five body problems, relatively little analytical work has been conducted on problems involving more than three bodies. Apart from historical grounds, there are several other reasons to investigate the $N \geqslant 4$-body problem, since it is estimated that in our galaxy, multistellar systems make up around two thirds of the stars. Around one-fifth of these belong to triple systems, with another one-fifth belonging to quadruple or higher systems [23].

A fundamental approach in astronomy and astrophysics is the few-body problem, ranging from solar dynamic systems to galactic dynamics [24]. Due to the increased complexity of having a larger number of bodies, the majority of research on the four, five, and six body problems has focused on their CCs and the presence and stability of equilibrium solutions.

### 1.1 Central Configurations

The particular geometric compositions of the bodies are known as Central Configurations that maintain the shape of their configurations throughout their motion, regardless of their configuration size. The very first contribution to the CC was made by Euler and Lagrange, which paved the way for the present research in celestial mechanics. Euler gave the collinear CC while Lagrange introduced the triangular CC of the three body system of point masses $[3,4]$.

Lots of work has been done on CCs after Euler and Lagrange and has revealed very interesting results regarding the configuration of CC and the existence and stability of the equilibrium solutions. Saari [25], discussed the role of CCs in the $N$-body system analysis and he highlighted $N$-body zero redial velocity surfaces, extending
gravitational systems, and collision orbits. The properties of CC are discussed in the second half of the paper and the the focus is on outlining a distinct approach for analysing these configurations. This approach is demonstrated by discussing Central Configuration nondegeneracy and describing CCs in various dimensions. Using equivariant Morse theory, Pacella [26] determined the least number of N body problem CCs in $\mathbb{R}^{3}$ in the case of equal masses, he demonstrated that the planar CCs are potential energy saddle points. The author also deduced that there exist non-planar CCs for every $N \geq 4$.

Moeckel [27], highlighted that CCs are of relevance to celestial mechanics for several reasons. He discussed that what will occur when masses with zero initial velocity are released from a CC ? The arrangement collapses homothetically as all particles speed toward the origin and there is a collision singularity as a result. As stated by Euler in 1767, the earliest clearly identified approaches to the 3-body problem were simple collision trajectories of this kind. It can be demonstrated that, every such orbit has an asymptotically CC. Additionally, a planar centre arrangement generates a family of periodic solutions. The central arrangement releases the particles with starting velocities that are always perpendicular to their position vectors and the magnitude of a particle's velocity is in proportion to its distance from the origin. The orbit of each particle will be elliptical, similar to the Kepler problem; however, the configuration remains comparable to the original configuration during the whole motion, with just the size changing. If the velocity of particles is just sufficient, there will be circular orbits. As velocities approach zero, the eccentricity of ellipses increases, and periodic solutions approach collision solutions.

According to Slaminka and Woerner [28] , the $N$-body problem's relative equilibrium state for a rotating system as well as the analysis of total collisions, both require consideration of the CC approach. However, only few arrangements of this nature are known. With the use of a novel global optimizer, they have been able to design new families of coplanar CC with equal-mass particles, as well as extend these constructions to configurations with varying masses and the non-coplanar situation.

Xia [29] conducted research and discovered the precise numbers of CC's for a few open collections of $N$ positive masses for every given $N$ value. It turns out that the numbers are directly proportional to $N$; for example, given an open set of eighteen positive masses, there are about $2.08766 \times 10^{20}$ classes of different CCs. He also came upon a few findings regarding the Hausdorff measure for the group of $N$ positive masses that had a degenerate CC. Casasayas et al. [30] developed a novel derivation for the CC equations of the $1+N$ body problem and showed that there is only one solution for equal masses and large value of $N$. For more understanding of the CC one should see [31-58].

The most recent work on CC includes the equilateral pentagonal configurations of the 5 -body problem, that consisted a cycle of five equal edges, which were the focus of Deng and Hampton's research [59]. They established a number of conclusions pertaining to CC with this property, that include a computer based demonstration of the the boundedness of such arrangements for any set of five positive masses with a range of homogeneous potentials with rational exponents.

Fernandes et al. [60] investigated central six-body planar configurations with specific symmetries, and using analytic evidences, the authors demonstrated the existence of a novel non-absolute convex CC, a non-symmetric concave instance of CC, and various situations of stacked CC, that are CCs with subgroups of the bodies also generating CCs.

Wang [61] investigated a kind of CC in which all of the masses are arranged in a circle and the centre of the mass matches with the centre of the circle named as the"centred co-circular CC." The author discovered several symmetry results for these kind of CCs and also established that for positive numbers $\alpha>0$ and integers $N \geq 3$ that satisfies $\frac{1}{N} \sum_{j=1}^{N-1} \csc ^{\alpha} \frac{j \pi}{N} \leq 1+\frac{\alpha}{4}$, the regular $N$-gon with equal masses is the only CC (centered co-cicular) for the $N$-body problem having power-law potential. The standard $N$-gon is the distinct centering co-circular CC for the Newtonian $N$-body problem when $\alpha=1$ and $N \leq 6$.

Xian and Deng [62] investigated the link between the masses of five satellites and certain symmetric configurations with one satellite on the symmetry axis.

Analysing several CCs for adequate positive masses under particular assumptions, the authors discovered some CCs.

They further showed that in particular cases of symmetrical satellite configurations, there exists a family of mass vectors that can be described by a single parameter, resulting in the configuration being a CC. In addition, the authors showed some numerical findings for configurations and deduced the positive masses for these satellites, indicating that these configurations are CCs.

### 1.2 The Restricted N-Body Problems and Lagrange Points

In comparison to the $N$-bodies (known as primaries) problem, the restricted $N$ body problem is defined as one of the bodies from $N$-bodies is infinitesimal, which is sometimes called secondary, and its mass is negligible as compared with the rest of $N-1$ primaries i.e., Mass of secondary $\ll$ Mass of the Primaries. In other words, the secondary mass will move in the gravitational field of the primaries but it will not affect the gravitational field of the primaries. It will always act as a test particle in the field of $N-1$ primaries. This constraint gave rise to specific solutions to $N$-body problems, which remained unsolved for centuries.

When moving under the gravitational influence of the primary, the secondary body encounters certain spots between them where the gravitational pull of the primaries becomes equal, and these points are known as Lagrange (equilibrium) points. These equilibrium points are rather stable or unstable, which means that when the secondary body reaches a stable point, it will remain there for ever until some other force displaces them. Trojan and Greek asteroids have been discovered in Jupiter's orbit at $L_{4}$ and $L_{5}$ in the Sun-Jupiter restricted three body system [63]. Recently James Webb Space Telescope [64] has been sent at $L_{2}$ of the Earth-Sun restricted three body system to provide a view of the immense galaxy cluster.

Belbruno [65] developed and quantitatively examined a novel family consisting of periodic orbits extending out from a successive collision orbit in the restricted 3body problem in three dimension. A countable collection of resonant energy values is associated with the Sun-Earth system, and the energy each time cuts across one of them, the periodic orbit creates a loop through intersecting its own orbits.

Ansari and Alhussain [66] investigated "The Restricted Five-Body Problem With Cyclic Kite Configuration," and discovered that in-plane motion has four equilibrium points, but there are only two equilibrium points for out-of-plane motion. They discovered several forms by drawing zero-velocity curves for both in-plane and out-of-plane motions with respect to each Jacobi constant. They also coloured the motion zones for each Jacobi constant to show that motion is restricted in the coloured regions, while small objects have the ability to move unrestrictedly within the remaining regions. The Poincaré surfaces have the form of butterfly wings, and there is no chaos.

Ollongren [67] developed a generalisation of the well-known restricted problem of three bodies in celestial mechanics, for which Lagrangian points of equilibrium are shown to exist, their locations are determined, and a linear stability analysis is carried out using computer algebra. Liu and Dong [68] re-framed the CR3BP using the port-Hamiltonian technique, and they got the closed loop system Hamiltonian by developing a control scheme as a choice of Lyapunov function that guarantees asymptotic stability. Within the domain of application of the CR3BP model, this method of control also showed global stability.

Lara and Bengochea [69] studied the restricted problem of $N$-bodies when $N=$ $2 n+k$. They found the existence of reverse symmetry for all $2 n$ pairs of bodies having the same mass, where $k$ is the number of restricted bodies. The authors calculated a portion with respect to the sets from which symmetric orbits emerge with the aid of inverting symmetries. The presence of equilibrium points (equilibrium points) and the associated first-order stability analysis of the restricted 4-body problem on an elliptic planar domain subject to radiation pressure owing to radiating primaries were examined by Meena and Kishor [70]. When the radiation pressure from the radiating primaries is present, there are significant
shifts in the location, coordinates, and stability regions of the equilibrium points. Additionally, the quantity of equilibrium points within the range $0<e<1$ for eccentricity has been studied, and it has been found to decrease with increasing eccentricity. This holds true for the range of true anomaly $f$ as well, while true anomaly $f \in[0,2]$ exhibits random variation.

The equilibrium points dependent on the primary masses were investigated by Alvarez-Ramrez and Medina [71] for the planar restricted five body problem with the four pirmaries construct an axisymmetric 4-body CC. Zepeda et al. [72] analysed the restricted equilateral 4-body problem for equilibrium points in a planar sense, where one particle with insignificant mass moves in the gravitational field consistent with Newton's laws of three primaries with the three positive masses.

According to the Lagrangian configuration, they always have their centres of mass at the three points of an equilateral triangle and rotate around that triangle at a constant angular velocity. The author also examined the non-linear stability with respect to Lyapunov of the elliptic equilibrium for the particular values the primaries, that is, all the primaries have unequal masses.

In order to learn more about the six-body problem and its periodic solutions in a fresh way, Alsaedi et al. [73] employed a combination of variational approaches and a computer algorithm. All the equilibrium points are located on the concentric circles denoted as $C_{1}, C_{2}$, and $C_{3}$ with the centre at the origin, as demonstrated by Idrisi and Shahbaz Ullah [74]. Some liberation points on circle $C_{2}$ are stable, but those on $C_{1}$ and $C_{3}$ are unstable.

Idrisi and Shahbaz Ullah [75], in the square CC of the restricted 6-body problem, studied the stability of equilibrium solutions under minor perturbations of the coriolis as well as centrifugal forces. There were total of twelve equilibrium points, with four being collinear and eight being non-collinear. These equilibrium points are situated on three concentric circles, namely $C_{1}, C_{2}$, and $C_{3}$ that all share a common origin. The authors also observed that there are four off-axes equilibrium points and eight on-axes equilibrium points., i.e., $L_{1}, L_{2}, L_{3}$, and $L_{4}$ are on the $x$-axis, $L_{5}, L_{6}, L_{7}$, and $L_{8}$ occupy the $y$-axis, and the remaining four are off-axes.

Further, the positions at which each equilibrium point is located were only altered by a minor change to the centrifugal force. Furthermore, it has been discovered that the stability of the equilibrium points located on the circles denoted as $C_{1}$ and $C_{3}$ remains unaltered by perturbations, and they continue to remain unstable across all values of the mass parameter $(\mu)$, however, the impact of perturbations on the stability of equilibrium points situated on the circle $C_{2}$ is noteworthy, and and it was found that all of the equilibrium points were stable for $\mu_{c}$ (the critical mass parameter).

### 1.3 Literature Review Relevant to the Problem Statement

"The restricted rhomboidal five body problem" was coined by Kuleza et al. in 2011 [76], they devised a system which involved four masses, referred to as the primaries, go around in a circle side-by-side in such a way that their configuration is rhombus through out their motion, with the fifth mass being tiny and having no influence on the motion of the four primaries. It was postulated that the fifth mass lies on the same plane as the primary masses, wherein $m_{1}=m_{2}=m$ and $m_{3}=m_{4}=\widetilde{m}$. The radius linked to the circular movement of $m_{1}$ and $m_{2}$ is denoted as $\lambda$, which varies in the interval $[1, \sqrt{3}]$, and the radius is unity for $\widetilde{m}$.

The Hamiltonian structure was utilized to delineate the feasible motion regions and establish the existence of equilibrium solutions, both on and off the coordinate axes. It was demonstrated that the number of equilibrium solutions is dependent on $\lambda$ and that there may be 11,13 , or 15 unstable equilibrium solutions.

In 2012, Waldvogel [77] investigated "The rhomboidal symmetric four-body problem" and demonstrated binary collision, periodic solutions, chaos, and 4-body collision and escape manifolds, and discovered that a key role is played by resonance activities between interacting rectilinear binaries.

Also in 2012, Shoaib et al. [47] investigated a CC for the $N$-body problem in
which each particle's position vector with relation to the center of mass follows the condition for CC, and the authors identified specific areas within the phase space wherein the selection of positive masses would result in a CC. They also demonstrated that no central arrangements are viable in the complement of those regions.

Vidal and Marchesin in 2013, [78] studied "Stability in a rhomboidal 5-body problem with generalized central forces" and they demonstrated that three unique relative rhomboidal solutions exist, with the following CC:

1. The rhombus is a square in which all of the primaries have the same mass;
2. There is no transformation from rhombus to square with equal masses for all primaries;
3. There is no transformation from rhombus to square with different masses for the pairs of primaries.

Marchesin in 2017 [79], took into account a planar 5-body system with masses of $m_{0}, m_{1}=m_{2}=m$, and $m_{3}=m_{4}=\widetilde{m}$ moving in a plane and correspondingly positioned at $r_{0}, r_{1}, r_{2}, r_{3}$, and $r_{4} . m_{0}$ is placed at the configuration's centre, which is taken to represent the coordinate system's origin. The four additional bodies, known as the primaries, are always arranged in a rhombus configuration. The existence of multiple rhomboidal CCs with a central body was exhibited by the author under the assumption that all of the bodies had Newtonian-type mutual attraction. One of the semi-diagonals was normalised to one, whereas the second semi-diagonal varied over the interval $[1, \sqrt{3}]$. The author has shown that the parameter value as well as the central mass have an impact on the masses of the primaries.

Additionally, the square configuration case and the situation with no mass at the centre were both analysed by the author. In these specific circumstances, the values of the parameters were determined to be $\lambda=1$ and $m_{0}=0$, correspondingly. The value of $\lambda=\sqrt{3}$ represents the degenerate case where the masses of two primary bodies and the central body become negligible, resulting in the configuration
of a limited 5-body problem with three bodies having null masses. This research targets the rhombidal CC with five masses to find the equilibrium solutions and their stability, which have not been targeted since Kuleza et al [76].

The study of CCs and liberation points is a very important topic and it was identified by Smale [80] as the problem for $21^{\text {st }}$ century. This research of restricted rhomboidal six body problem illustrated that the CCs depend upon $\mu$, which is the mass parameter and assumed that the collinear masses along the horizontal axis, $m_{0}, m_{1}$ and $m_{2}$ are equal to $m$, where the remaining two masses, $m_{3}$ and $m_{4}$ are equal to $\widetilde{m}$. The change in the value of $\mu$, considerable changes in equilibrium point locations and numbers have been seen, resulting in 12 equilibrium points in all cases. The value of the Jacobian constant has also been found for the possible motion region for the infinitesimal body. The stability analysis showed that all the equilibrium points are unstable.

Idrisi and Shabaz Ullah in 2020, presented "Central-Body Square Configuration of Restricted Six-Body Problem" and they discovered a total of twelve equilibrium points, four of which are collinear and the remaining eight of which are not collinear. Concentric circles $C_{1}, C_{2}, C_{3}$ centred at the origin consist of all the equilibrium points. For all $\mu$, the equilibrium points on $C_{1}$ and $C_{3}$ are unstable, but the equilibrium points on $C_{2}$ are stable for $\mu_{c}=0.00910065$. This research also shows that when taking the masses relation $m_{0}=1-2(m+\widetilde{m})$, where $m_{1}=m_{2}=m$ and $m_{3}=m_{4}=\widetilde{m}$ the mass parameter are now $a$ and $b$ and both vary in the interval $(0.5,1)$. This changes the gravitational field of the primaries, which makes a significant change in the dynamics of the infinitesimal body and leads to some stable points, which has become a remarkable contribution to the literature for future research. The Jacobian constant has been determined for the infinitesimal body's motion, which could represent a future satellite or space mission.

### 1.4 Dissertation Contribution

The rhomboidal six-body problem comprises five heavenly bodies (primaries), and a restricted test particle that is very small as compared to the five primaries
has been modelled in this dissertation. The four primary bodies are commonly perceived to be situated at the vertices of a rhombus, while the fifth primary body is located at the intersection point of the rhombus' diagonals. This intersection point is also regarded as the origin of the coordinate system. The primaries have the property of CC, and no matter how they move, they always stay in a rhombus shape. The CC of primaries in relation to their masses is looked at in two different ways: In the first case, the primaries along the horizontal axis, including the one placed on the origin of the coordinated axis, are considered to have the same mass, while the primaries placed on the vertical axis have the same mass; in the second case, the primaries along the horizontal axis are assumed to have the same mass, while the primaries along the vertical axis are of the same mass, where the primary placed at the origin of the coordinated axis is neither equal to the primaries that are along the horizontal axis nor equal to the primaries that are along the vertical axis. The equations of motion of the primaries are obtained using Newtonian mechanics, and after setting the values of angular velocity and gravitational constant unity according to the natural units, the bounds for the mass parameters for which the families of rhomboidal CC hold are discovered. In the first case, among the families of CCs, some special cases are presented, among which, when the mass parameters become equal, a square CC is observed, and the values for which the CC degenerates are also shown. The second case of CCs shows that families of CC hold in the same interval for both mass parameters. Four special cases of CC are shown in which one mass parameter is kept fixed while the variation of masses is observed when the other parameter varies in the specific interval. The sixth, very small mass moves under the gravitational influence of the primaries, and due to its very small mass, its gravitational force has no influence on the primaries. The equation of motion of the sixth body is also found using Newtonian mechanics, and after transforming the coordinate system into a co-rotating coordinate system, the equilibrium points of the sixth body for both cases of CC are found, and only those are shown where either the positions or the number of equilibrium points change significantly. The qualitative analysis is carried out using contour plots, in which red dots represent the equilibrium points while black dots are for the primaries of the system that maintain a rhomboidal CC. The behaviour of the sixth mass in
the presence of a changing gravitational field is explored, and equilibrium points are tested for their stability by linearizing the system around each equilibrium point. The first case of CC doesn't show any stable equilibrium point but the second case of CC shows some stable equilibrium points. The Hill sphere and the permissible and non-permissible regions of motion of the small mass with respect to the Jacobian constant have also been discussed.

### 1.5 Organization of Dissertation

Here is how the rest of the dissertation is laid out:

- Chapter 2 is dedicated to the fundamental concepts, definitions, and proofs presented. This chapter begins with Newtonian mechanics and progresses to proofs of Kepler's Laws of Planetary Motion and all other fundamental and advanced concepts upon which subsequent chapters are built.
- In Chapter 3, the focus is on the study of CCs within the context of the rhomboidal restricted six-body problem in Newtonian gravity. This particular problem involves four primary masses, denoted as $m_{i}$ where $i$ ranges from 1 to 4 , located at the vertices of a rhombus with coordinates $(a, 0),(-a, 0),(0, b)$, and $(0,-b)$, respectively. Additionally, a fifth mass denoted as $m_{0}$ is situated at the intersection point of the diagonals of the rhombus, which is placed at the centre of the coordinate system (i.e., in the first case, the masses of primaries are $m_{1}=m_{2}=m_{0}=m$ and $m_{3}=m_{4}=\widetilde{m}$, while in the second case, $m_{1}=m_{2}=m, m_{3}=m_{4}=\widetilde{m}$, and $m_{0}=1-2(m+\widetilde{m})$. We find the CCs equations in both cases and transform the masses $m$ and $\widetilde{m}$ as a function of $a$ and $b$ as algebraic equations. The CC hold in the interval $b$ belongs to $(1 / \sqrt{3}, 1.1394282249562009)$ and $a=1$ in the first case, and CC hold in interval $(0.5,1)$ for both $a$ and $b$ in the second case.
- Chapter 4 is dedicated to the sixth-body motion and its equilibrium points in connection to the two models of rhomboidal CC represented in Chapter 3.

The existence and stability of equilibrium solutions, along with the effective potential, zero-velocity surface, and Jacobian constant based regions of motion, have been given in this chapter.

The findings prescribed in Chapter 3 and Chapter 4 have been published in the following journal articles:

- M. A. R. Siddique, A. R. Kashif, "The Restricted Six-Body Problem with Stable Equilibrium Points and a Rhomboidal Configuration", Advances in Astronomy, vol. 2022, Article ID 8100523, 17 pages, 2022. https://doi.org/10.1155/2022/8100523
- M. A. R. Siddique, A. R. Kashif, M. Shoaib, S. Hussain, "Stability Analysis of the Rhomboidal Restricted Six-Body Problem", Advances in Astronomy, vol. 2021, Article ID 5575826, 15 pages, 2021. https://doi.org/10.1155/2021/5575826
- Chapter 5 is dedicated to the conclusions and the future work.


## Chapter 2

## Preliminaries

The essential definitions, concepts, and Celestial models on which the other chapters of the dissertation are built, are covered in this chapter. We begin our first section with the basic definitions of Celestial Mechanics, center of mass, point mass, frame of references, etc., and then go through the two and three body problems in depth in the second section.

### 2.1 Definitions

In this section, some definitions are provided to help understand certain concepts related to the work presented in this dissertation.

### 2.1.1 Newtonian Mechanics

Newtonian mechanics is a mathematical framework that attempts to explain how various objects in the universe move. Sir Isaac Newton initially stated the main ideas of this approach in his work Philosophiae Naturalis Principia Mathematica (Mathematical Principles of Natural Philosophy). The Principia is the modern name for this book, which was first published in 1687.

### 2.1.2 Newton's Laws of Motion

The Newton's three laws of motion served as the cornerstone for the study of dynamics. Although some, if not all, of these laws which, at the time, were taken for granted in the scientific paradigm, his concise elaboration of these laws and exploration of their implications, coupled with the law of universal gravitation, contributed more than any of his contemporaries' work to the modern scientific era. They can be expressed as follows [81]:
i. "Every body continues in its state of rest or of uniform motion in a straight line except in so far as it is compelled to change that state by an external impressed force.
ii. The rate of change of momentum of the body is proportional to the impressed force and takes place in the direction in which the force acts.
iii. To every action there is an equal and opposite reaction."

### 2.1.3 Newton's Law of Gravitation

Astrodynamics and Celestial Mechanics are both based on Newton's law of universal gravitation. In order to have the solution of the a set of complex equations resulting from the formulation of problems related to systems of masses that attract one another mutually, several beautiful mathematical techniques were developed. The law states that "Every particle of matter in the universe attracts every other particle of matter with a force directly proportional to the product of the masses and inversely proportional to the square of the distance between them" [81]. Thus, we obtain the relationship between two particles separated by distance $r$.

$$
\begin{equation*}
F=G \frac{m_{1} m_{2}}{r^{2}}, \tag{2.1}
\end{equation*}
$$

where $G$ is the constant of universal gravitation, $F$ represents gravitational force, $m_{1}$ and $m_{2}$ represent the masses of the particles.

The relation 2.1 in vector form can be written as

$$
\begin{equation*}
\mathbf{F}=-G \frac{m_{1} m_{2}}{r^{3}} \mathbf{r}, \tag{2.2}
\end{equation*}
$$

where at a distance $r$ from a particle of mass $m_{1}$ a second particle of mass $m_{2}$ experiences an attractive force. Here the minus sign ensures that the force is attractive, i.e., $m_{1}\left(<m_{2}\right)$ is attracted towards $m_{2}$. According to Newton, the gravitational force operating on mass ' $i$ ' due to presence of other masses in the system is

$$
\begin{equation*}
\mathbf{F}_{i}=m_{i} \ddot{\mathbf{r}}_{i}=\sum_{\substack{j=1 \\ j \neq i}}^{N} G m_{i} m_{j} \frac{\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)}{\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|^{3}}, \tag{2.3}
\end{equation*}
$$

where $\mathbf{F}_{i}$ is the force applied on the $i^{t h}$ mass, the value of G , the universal gravitational constant, is $6.67 \times 10^{-11} \mathrm{Nm}^{2} \mathrm{Kg}^{-2}, \ddot{\mathbf{r}}$ is acceleration of the masses, $\mathbf{r}_{i}$ and $\mathbf{r}_{j}$ are the position vectors, ' $i$ ' is from 1 to $N$ and $N$ is number of masses, $m_{i}$ and $m_{j}$ are the masses, $\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)=\mathbf{r}_{i j}$ is the distance of $j^{\text {th }}$ mass from $i^{\text {th }}$ mass.

### 2.1.4 Celestial Mechanics

Celestial Mechanics, a notion that Laplace first proposed in 1799, is the field of astronomy associated with the movements of celestial objects under the effect of gravity, particularly objects comprising the solar system. The objective of Celestial Mechanics is to explain these movements based on Newtonian physics. Modern analytic Celestial Mechanics began in 1687 with the appearance of Newton's famous Principia.

### 2.1.5 Kepler's Laws

After Tycho Brahe passed away on October 24, 1601, Johannes Kepler, a German astronomer, was named Tycho's successor as the imperial mathematician and given the task of finishing his unfinished work. Kepler was an assistant to Tycho Brahe while the two worked together in Prague. Kepler analysed Tycho

Brahe's great number of observational data on the movements of the planets, and then formulated the three laws that govern the motion of planets and carry his name. The three laws are:

## Kepler's First Law (The Law of Orbits)

The geometry of the orbits of the planets and the Sun's location inside them are revealed by Kepler's first law which is stated as:
"The orbit of each planet is an ellipse with the sun at one focus." [81]


Figure 2.1: In the geometry for Kepler's first law, the Sun is at one of the two focal points of the planet's elliptical path. The other focal point is empty.

The proof of Kepler's First Law can be seen in the solution of Two Body Problem in Section 2.1.16

## Kepler's Second Law (The Law of Areas)

The second law of Kepler claims that regardless of whether a planet is close to its perihelion or aphelion, an equivalent amount of area is spanned by the radial vector that extends from the Sun to the planet in an equal amount of time, which
can be seen in Figure 2.2. According to the law:
"For any planet the rate of description of area by the radius vector joining planet to Sun is constant." [81]


Figure 2.2: The regions $A_{1}, A_{2}$, and $A_{3}$ in the geometry for Kepler's second law of planetary motion stand for equal areas swept out in equal periods by the radius vector.

Consider a planet of mass $m$ that is rotating at a velocity $\boldsymbol{v}$ under the gravitational pull of the Sun, which has mass $M$. The radius vector $\mathbf{r}$ displays planet-Sun distance at time $t_{1}$ and position $C$. The radius vector is now represented by $\mathbf{r}+d \mathbf{r}$ when the planet sweeps out the region $A_{2}$ in Figure 2.2 after time $d t$ planet travels to position $D$ and time at this place time is indicated by $t_{2} . d \theta$ is the small angle moved in small time $d t$ and $d A$ is the area that the radius vector $\mathbf{r}$ covers that is $A_{2}$ (see Figure 2.2).Consider the parallelogram $O B C D$, the area for the shaded region in Figure $2.2 d A$ is

$$
\begin{equation*}
d A=\frac{1}{2}|\mathbf{r} \times d \mathbf{r}|, \tag{2.4}
\end{equation*}
$$

since $d \mathbf{r}=\boldsymbol{v} d t$, then Equation (2.4) becomes

$$
d A=\frac{1}{2}|\mathbf{r} \times \boldsymbol{v} d t|,
$$

$$
\begin{equation*}
\frac{d A}{d t}=\frac{1}{2}|\mathbf{r} \times \boldsymbol{v}| \tag{2.5}
\end{equation*}
$$

The angular momentum $\mathbf{L}$ is given by

$$
\begin{equation*}
\mathbf{L}=\mathbf{r} \times \mathbf{p} \tag{2.6}
\end{equation*}
$$

where the linear momentum ( $\mathbf{p}$ ) is equal to mv, then the Equation (2.6) can be expressed as

$$
\begin{align*}
\mathbf{L} & =\mathbf{r} \times m \boldsymbol{v} \\
& =m(\mathbf{r} \times \boldsymbol{v}), \\
\frac{\mathbf{L}}{m} & =\mathbf{r} \times \boldsymbol{v} \tag{2.7}
\end{align*}
$$

Using Equation (2.7) in Equation (2.5)

$$
\begin{equation*}
\frac{d A}{d t}=\frac{L}{2 m}=\text { constant } \tag{2.8}
\end{equation*}
$$

since angular momentum is conserved and mass is constant therefore the rate of change in area is constant which means that the areas in Figure 2.2 are equal provided that intervals of time are equal that is

$$
\begin{equation*}
A_{1}=A_{2}=A_{3} \tag{2.9}
\end{equation*}
$$

## Kepler's Third Law (The Law of Periods)

Kepler's third law of planetary motion claims that the time required to complete one revolution around the orbit of any planet is proportional to the semi-major axis cube of the elliptic orbit, implying that as the length of the semi-major axis increases, so does the time period. This is why that at perihelion the the planet's speed increases and the planet's speed reduces at aphelion. The Kepler's third law of planetary motion can be stated as:
"The cubes of the semimajor axes of the planetary orbits are proportional to the squares of the planets periods of revolution." [81]

The revolution's time period $T$ is provided by

$$
\begin{equation*}
T=\frac{\text { Area of ellipse }}{\text { Areal velocity }} \tag{2.10}
\end{equation*}
$$

$\pi a b$ is the area of ellipse and the areal velocity is $\frac{L}{2 m}$, where $a$ is semi-major axis, $b$ is semi-minor axis which can be seen in Figure 2.3,
$L$ is angular momentum and $m$ represents the mass of the planet.

The Equation (2.10) takes the form

$$
\begin{equation*}
T=\frac{\pi a b}{|\mathbf{L} / 2 m|} \tag{2.11}
\end{equation*}
$$



Figure 2.3: The geometry for Kepler's third law: $a$ is semi-major axis, $b$ is the semi-minor axis.

$$
\begin{equation*}
T^{2}=\frac{4 m^{2} \pi^{2} a^{2} b^{2}}{L^{2}} \tag{2.12}
\end{equation*}
$$

The latus ractum $l$ is

$$
l=\frac{b^{2}}{a},
$$

and also it is given by

$$
l=\frac{L^{2}}{G M m^{2}} .
$$

Comparing the last two equations, we get

$$
\begin{align*}
\frac{b^{2}}{a} & =\frac{L^{2}}{G M m^{2}}, \\
b^{2} & =\frac{L^{2} a}{G M m^{2}} \tag{2.13}
\end{align*}
$$

Substituting the value of $b^{2}$ from Equation (2.13) into the Equation (2.12), we have

$$
\begin{align*}
T^{2} & =\frac{4 m^{2} \pi^{2} a^{2}}{L^{2}} \times \frac{L^{2} a}{G M m^{2}}, \\
T^{2} & =\frac{4 \pi^{2}}{G M} a^{3}, \\
T^{2} & \propto a^{3}, \tag{2.14}
\end{align*}
$$

as $\frac{4 \pi^{2}}{G M}$ is the constant term therefore we can write that square of time period is proportional to the semi-major axis cube.

In reality, Kepler's laws are a depiction of a unique approach to the $N$-Body Gravitational Problems in which: all of the bodies thought of as the point masses and all but one of the masses are so tiny that they are only attracted by the larger mass.

Planetary bodies in our solar system and the Sun, as well as each system of satellite groups orbiting their mother planet, precisely meet these requirements. It was Sir Isaac Newton who first understood this and used a systematic approach to the problem.

Kepler's rules were precise in terms of observational precision at the time they were developed. They still serve as highly accurate representations of reality today. They apply to both the system of planets around the Sun and the different satellite systems orbiting their primaries. They only fail to accurately represent the behaviour of such entities when the Solar System's farthest retrograde satellites or nearby satellites orbiting a planet that is not spherical in shape are taken into account. They may still be utilized as a first estimate even then.

### 2.1.6 Gravitational Potential

Gravitational potential is defined as
"The potential energy per unit mass placed in the gravitational field is called gravitaional potential. Thus if, at a certain point in a gravitational field, a mass $m^{\prime}$ has a potential energy $E_{p}$, the gravitational potential at that point is $V=\frac{E_{p}}{m^{\prime}}$. The gravitational potential is thus expressed in the units $J k g^{-1}$ or $m^{2} s^{-2 "}$ [82].

If $E_{p}=-G \frac{m m^{\prime}}{r}$ then potential $V$ becomes

$$
\begin{equation*}
V=-G \frac{m}{r} \tag{2.15}
\end{equation*}
$$

where $G$ is the universal gravitational constant.


Figure 2.4: The Gravitational potential the point $P$ due to the three masses, where $g_{1}, g_{2}$ and $g_{3}$ are the gravitational fields at $P$ due to each mass.

For the three masses as shown in Figure 2.4, the potential at $P$ will be the scalar sum of all the potential with respect to the masses, which is

$$
\begin{equation*}
V=V_{1}+V_{2}+V_{3} . \tag{2.16}
\end{equation*}
$$

From the Equation (2.15) above equation takes the form

$$
\begin{equation*}
V=-G\left(\frac{m_{1}}{r_{1}}+\frac{m_{2}}{r_{2}}+\frac{m_{3}}{r_{3}}\right), \tag{2.17}
\end{equation*}
$$

for $N$ several masses the gravitational potential can be written as follows

$$
\begin{equation*}
V=-G \sum_{i}^{N} \frac{m_{i}}{r_{i}} . \tag{2.18}
\end{equation*}
$$

### 2.1.7 Central Force

If a force acts on a particle in such way that it is always directed towards or away from a fixed center and its magnitude depends only upon the distance ' $r$ ' from the center, then this force is called central force. Mathematically

$$
\begin{equation*}
\boldsymbol{F}=f(r) \hat{r}, \tag{2.19}
\end{equation*}
$$

where $f(r)$ is the magnitude of the force and $\hat{r}$ is the unit vector directed along the position vector $\mathbf{r}$.


Figure 2.5: Central Force of particle ' P ': attractive and repulsive forces directed towards and away from a fixed center ' O '.

Following are the examples of central force:
i. Gravitational Force: There is an attractive central force between Sun and Earth which is directed towards the Sun (see Figure 2.6).


Figure 2.6: The gavitaional force between the Sun and the Earth.

$$
\begin{equation*}
\boldsymbol{F}=-G \frac{M m}{r^{3}} \boldsymbol{r}, \tag{2.20}
\end{equation*}
$$

where $G$ is universal gravitation constant, $M$ is the mass of Sun, $m$ is the mass of Earth, $\boldsymbol{r}$ is the position vector, $r$ is the distance between the Sun and Earth.
ii. Electrostatic Force: The force of attraction or repulsion between two point charges is also a central force (see Figure 2.7).

$$
F_{e}=k \frac{q_{1} q_{2}}{r^{2}},
$$

where $F_{e}$ is electrostatic force, $q_{1}$ and $q_{2}$ are the charged particles, $k$ is coulomb constant and has the value $9 \times 10^{9} \mathrm{Nm}^{2} \mathrm{C}^{-2}$, and $r$ is the distance between the charges.
iii. Magnetostatic Force: The magnetostatic force between two magnetic charges is also an example of central force.


Figure 2.7: The electrostatic force between two point charges.

## Characteristics of Central Force

The characteristics of central force are as follows:
i. Central force is attractive if $f(r)<0$ and repulsive if $f(r)>0$.
ii. Central force is always conservative force, i.e.,

$$
f(r)=-\frac{\partial V}{\partial r} .
$$

iii. The angular momentum about the force center is constant. Angular momentum is given mathematically as

$$
\mathbf{L}=\mathbf{r} \times \mathbf{p},
$$

where $\mathbf{p}$ is linear momentum.
Now, taking dot product with $\mathbf{r}$ on both side of the above equation, gives

$$
\mathbf{r} \cdot \mathbf{L}=\mathbf{r} \cdot(\mathbf{r} \times \mathbf{p})
$$

Since 'dot' and 'cross' are interchangeable according to vector algebra therefore the above equation can be written as

$$
\mathbf{r} \cdot \mathbf{L}=(\mathbf{r} \times \mathbf{r}) \cdot \mathbf{p},
$$

as $\mathbf{r} \times \mathbf{r}=0$, therefore

$$
\begin{equation*}
\mathbf{r} \cdot \mathbf{L}=0 \tag{2.21}
\end{equation*}
$$

This implies that $\mathbf{r}$ is perpendicular to $\mathbf{L}$, indicating that the motion of the particle is in the plane.
iv. The Equation (2.21) indicates that the motion of a particle under central force always takes place in a plane.

### 2.1.8 Center of Mass

The centre of mass (commonly referred to as the barycenter) plays an important role in Celestial Mechanics. The barycenter is the point where the centres of two celestial objects meet and balance each other and this is the point where two heavenly bodies orbit each other.

When two celestial bodies interact (for example, a moon and a planet or a planet and a star), the smaller body (sometimes called the secondary) does not orbit the exact centre of the primary but a point on the line between the centres of the primary and secondary.

For example, in the case of the Moon and Earth, the centre of mass lie approximately 1710 km below the surface of the Earth, where the masses of both the Earth and the Moon balance each other. If the masses are similar to Pluto and Charon, the centre of mass lies outside the bodies.

The point whose distance from any particle in the plane is equal to the average distances of all the particles in that plane is known as the centre of mass of the particles. If we denote center of mass by $\mathbf{c}$, see Figure 2.8, then

$$
\begin{equation*}
\boldsymbol{c}=\frac{\sum_{i=1}^{N} m_{i} \boldsymbol{r}_{i}}{\sum_{i=1}^{N} m_{i}} \tag{2.22}
\end{equation*}
$$



Figure 2.8: Location of the center of mass for $N$ particles
is the center of mass, and the position vector of the $N$ bodies is $\boldsymbol{r}_{i},(i=1, \ldots, N)$.

## Coordinate Components of the Position Vector Representing the Centre of Mass

Consider a system of $N$-point particles with masses $m_{1}, m_{2}, \ldots m_{N}$ and position vectors $\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots \boldsymbol{r}_{\boldsymbol{N}}$ with respect to the origin, as shown in Figure 2.8, and then let $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right), \ldots,\left(x_{N}, y_{N}, z_{N}\right)$ represent the rectangular coordinates for the $N$-point particles, i.e.,

$$
\begin{aligned}
& \boldsymbol{r}_{\mathbf{1}}=x_{1} \hat{i}+y_{1} \hat{j}+z_{1} \hat{k}, \\
& \boldsymbol{r}_{\mathbf{2}}=x_{2} \hat{i}+y_{2} \hat{j}+z_{2} \hat{k}, \\
& \boldsymbol{r}_{\mathbf{3}}=x_{3} \hat{i}+y_{3} \hat{j}+z_{3} \hat{k},
\end{aligned}
$$

$$
r_{\boldsymbol{N}}=x_{N} \hat{i}+y_{N} \hat{j}+z_{N} \hat{k}
$$

and $\dot{x}, \dot{y}, \underset{z}{z}$ are the rectangular coordinates for their center of mass

$$
\begin{equation*}
\boldsymbol{c}=\dot{x} \hat{i}+\grave{y} \hat{j}+\dot{z} \hat{k} \tag{2.23}
\end{equation*}
$$

then $\dot{x}, \dot{y}, \stackrel{\circ}{z}$ may be expressed as

$$
\left.\begin{array}{l}
\dot{x}=\frac{\sum_{i=1}^{N} m_{i} x_{i}}{M}, \\
\dot{y}=\frac{\sum_{i=1}^{N} m_{i} y_{i}}{M},  \tag{2.24}\\
\dot{z}=\frac{\sum_{i=1}^{N} m_{i} z_{i}}{M},
\end{array}\right\}
$$

where $m_{i} ; i=1,2, \ldots, N$ is mass of each particle and the system's entire mass is $M$ and is given by $M=m_{1}+m_{2}+\ldots+m_{N}$ [83].

### 2.1.9 Degree of Freedom

The total number of coordinates necessary to fully characterise the location and configuration of the system, or the number of dimensions in which a particle may move freely, is the degree of freedom of a dynamic system. $f$ is used to express it. It goes without saying that a system of $N$ point particles with no constraints whatsoever has three degrees of freedom. The motion of such a system can be fully characterised by knowing how the relevant degrees of freedom change over time.

The equation $f=N d$, where $f$ is the number of degrees of freedom for the system of $N$ point particles, represents the degrees of freedom in $d$-dimensional space. The total number of degrees of freedom is given by $f=N d-k$ if there are $k$ constraints on the dynamical system of $N$ particles in $d$-dimensions. In the situation of three particles moving in three dimensions, the system has nine degrees of freedom.

### 2.1.10 Angular Velocity

A vector quantity, angular velocity is the rate at which an angle changes over time and has a direction perpendicular to the plane of motion. Whenever the
rotation is anticlockwise, the direction of angular velocity will be outwards of the plane of motion; that is, direction will be along the positive side of the rotational axis; and if the rotation is clockwise, the direction will be inwards of the plane of motion; that is, direction will be along the negative side of the axis of rotation. It is denoted by $\boldsymbol{\omega}$ and is expressed in radians per second, rad $s^{-1}$. If $\phi$ is angular displacement then

$$
\begin{equation*}
\boldsymbol{\omega}=\frac{d \phi}{d t} . \tag{2.25}
\end{equation*}
$$

### 2.1.11 Zero Velocity Surface

Zero velocity surfaces or curves are the constraints that a satellite or any other item travelling under the gravitational attraction of other large particles cannot pass. These areas divide the satellite's motion into permitted and forbidden areas. Consider the well-known "Restricted Three-Body Problem", which consists of two large particles (referred to as the "primaries") and a third, much smaller particle that acts independently of the two "primaries" yet travels under their gravitational influence. A centrifugal force is introduced by switching to a rotating coordinate system with stationary masses. In this coordinate system, energy and momentum are not conserved separately, but the Jacobi integral remains constant, then

$$
\begin{equation*}
\boldsymbol{v}^{\mathbf{2}}=2 U-C, \tag{2.26}
\end{equation*}
$$

where $\boldsymbol{v}$ represents the velocity of the third small particle, $U$ is the effective potential and the Jacobi constant is the name given to the constant $C$ by Carl Jacobi (1804-1851), a German mathematician who made the Jacobian constant discovery in 1836. $C$ is also called the constant of motion of the small particle.

The zero velocity surfaces are given by $2 U-C=0$ and the permissible regions of motion for the particle can be found by setting $2 U-C>0$ as we can not have $\boldsymbol{v}^{2}$ negative.

### 2.1.12 Hill's Sphere

Hills Spheres, as they were named after the American astronomer and mathematician George William Hill, are the regions surrounding a celestial object where the greatest attraction is felt by other celestial objects and may turn into a satellite of the large celestial object. The radius of the Hill's sphere is defined approximately by

$$
\begin{equation*}
r_{H} \approx a(1-e) \sqrt[3]{\frac{m}{3 M}} \tag{2.27}
\end{equation*}
$$

where $r_{H}$ is the Hill's radius, $M$ and $m$ are the masses of two celestial bodies, $a$ is the length of the semi-major axis and $e$ gives the eccentricity of the orbit of the mass $m$.

For the Sun-Earth-Moon system, the radius of the Hill's spheres is shown in Figure 2.9. The Earths gravity dominates in this radius of Hill's region and the moon orbits the earth in a stable way only if it stays in the Hill's sphere [84]. The red circle in Figure 2.9 depicts the Hill's sphere of Earth in the Earth-Sun-and-moon system, and the moon in this zone is tidally locked and revolves around Earth in a stable orbit.


Figure 2.9: The Hill sphere is the red circle. The Earth-Moon system moves as a single gravitational unit in its orbit around the Sun.

### 2.1.13 Inertial Frame of Reference

As the name implies, an inertial reference frame is one in which no acceleration is taking place, therefore all forces are considered to be real and Newton's equations are simplified to their lowest possible forms. All inertial reference frames share the same form of the physical laws.

It must be remembered that Newton's Laws are predicated on the premise that all measurements or observations are made in relation to a frame of reference or coordinate system that is fixed in an absolutely stationary space. This alleged presumption that motion or space are absolute. But it's obvious that a particle can be at rest or moving in a uniform straight path with respect to a one reference frame while moving in a curve and accelerating relative to another. Newton's laws may be demonstrated to hold in any other frame of reference that is travelling relative to the first frame of reference at a constant speed.

### 2.1.14 Non-Inertial Frame of Reference

A non-inertial frame of reference is a reference frame that is not progressively moving or accelerating. It is possible to create the appropriate equations of motion using either Newtonian mechanics, Lagrangian mechanics, or Hamiltonian mechanics when using inertial frames of reference. In some circumstances, treating the motion in a non-inertial reference frame is more practical.

This type of reference frame experiences acceleration due to translation, rotation of the reference frame, or simultaneous rotation and translation motion [85]. The study of motion in the non inertial reference frame is carried out by using Newtonian mechanics, as well as Lagrangian and Hamiltonian approaches with the introduction of an extra inertial force that is often called fictitious force.

## Translating Frame of Reference

A non-inertial system $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is moving in a direction relative to the inertial frame so as to preserve constant orientations of the axes with respect to the inertial
frame, as shown in Figure 2.10. Take an inertial system $(x, y, z)$ into consideration that is fixed in space. The relative position vector to the inertial reference frame is

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}+\boldsymbol{r}^{\prime} \tag{2.28}
\end{equation*}
$$

where " $\mathbf{R}$ " is a position vector from the inertial reference frame to the non-inertial frame, " r " is the vector relative to the inertial frame of reference, and " $r$ " is the vector related to the frame of reference that is translating.


Figure 2.10: Inertial frame $x y z$ relative to the non-inertial frame $x^{\prime} y^{\prime} z^{\prime}$.

Differentiating Equation (2.28) two times with respect to time yields

$$
\begin{align*}
\mathbf{a} & =\boldsymbol{A}+\boldsymbol{a}^{\prime}, \\
m \boldsymbol{a} & =m \boldsymbol{A}+m \boldsymbol{a}^{\prime}, \\
m \boldsymbol{a}^{\prime} & =m \boldsymbol{a}-m \boldsymbol{A}, \tag{2.29}
\end{align*}
$$

since $\mathbf{F}=m \mathbf{a}$ the Equation (2.29) becomes

$$
\begin{align*}
m \boldsymbol{a}^{\prime} & =\boldsymbol{F}-m \boldsymbol{A}  \tag{2.30}\\
\boldsymbol{F}^{\prime} & =\boldsymbol{F}-m \boldsymbol{A} . \tag{2.31}
\end{align*}
$$

The additional term ' $-m \boldsymbol{A}$ ' in Equation (2.31) is the fictitious force and is observer's frame of reference dependent.

## Rotating Frame of Reference

Consider a Cartesian system of inertial frame containing $[x, y, z]$ coordinates and a non-inertial rotating frame coordinate system of $\left[x^{*}, y^{*}, z^{*}\right]$. The rotational axis is chosen to be aligned parallel to the $z$-axis of both the systems (i.e., $z$ and $z^{*}$ axes overlap each other) and only $z$-axis is shown in the Figure (2.11) to track the rotation.


Figure 2.11: The rotation of $\theta$ angle about the $z$-axis and $\left[x^{*}, y^{*}, z^{*}\right]$ represent the rotating coordinates axes relative to the inertial reference frame that has coordinate axes $[x, y, z]$.

Let $\theta(t)$ be the angle that is spanned by the $x$ or $y$ axes during their rotation with relation to the inertial reference frame then angular velocity $\boldsymbol{\omega}$ is given by

$$
\begin{equation*}
\boldsymbol{\omega}=\frac{d \theta}{d t} . \tag{2.32}
\end{equation*}
$$

Let's assume that a rigid body denoted by B has an inscribed time-dependent vector $\curlyvee$ of a fixed magnitude. The body B rotates slightly relative to a inertial reference frame $x y z$ as seen in Figure (2.12)


Figure 2.12: The infinitesimal rotation of vector $\curlyvee$ that is inscribed in the rigid body ' B '.

According to Leonhard Euler, all across the differential time interval $d t$, B and hence, $\curlyvee$ rotates along a particular axis of rotation. The $\curlyvee$ at time $t$ and time $t+d t$ are moved to a common point that is tail to tail at a unique axis of rotation to determine the infinitesimal rotation as seen in Figure (2.13).

At some differential time $d t$ the vector $\curlyvee(t)$ rotates and sweeps a very infinitesimal angle $d \theta$ where $\alpha$ is the angle of $\curlyvee(t)$ with the axis of rotation. In Figure (2.13) the vector $\curlyvee$ at time $t$ is shown with solid line while the $\curlyvee$ at time $t+d t$ is shown with the doted line.

If $\mathrm{d} \boldsymbol{\theta}$ is a vector pointing along the rotational axis then the infinitesimal rotational change is supplied by

$$
\begin{equation*}
d \curlyvee=\curlyvee \sin \alpha d \theta \hat{\boldsymbol{n}}, \tag{2.33}
\end{equation*}
$$



Figure 2.13: The vector $\curlyvee$ at time $t$ and after time interval $t+d t$ on a unique axis of rotation.
where $\hat{\boldsymbol{n}}$ is the unit vector normal to the plane of rotation, defined by the vector $\curlyvee$ and from Equation (2.32) the Equation (2.33) becomes

$$
\begin{aligned}
d \curlyvee & =\|\boldsymbol{\omega}\|\|\curlyvee\| \sin \alpha d t \hat{\boldsymbol{n}}, \\
& =\boldsymbol{\omega} \times \curlyvee d t,
\end{aligned}
$$

finally we divide by $d t$ to obtain

$$
\begin{equation*}
\frac{d \curlyvee}{d t}=\omega \times \curlyvee \tag{2.34}
\end{equation*}
$$

The Equation (2.34) is the relation that can be used for the determination of time derivative of any constant vector.

## Rotating and Translating Frame of Reference

Consider the reference frame that is moving as well as translating with respect to some other fixed inertial frame. Let $x y z$ represent the inertial frame of reference and $x^{*} y^{*} z^{*}$ represent the moving reference frame that is rotating as well as translating freely, both the frame are supposed to be rigid. The quantities measured
relative to the inertial frame will be given a suffix 'in' and the quantities that will be measured relative to the moving frame will be given a suffix of "mov". The unit vectors along the inertial fame will be given by $\hat{\boldsymbol{i}}, \hat{\boldsymbol{j}}$ and $\hat{\boldsymbol{k}}$ while $\hat{\boldsymbol{i}}^{*}, \hat{\boldsymbol{j}}^{*}$ and $\hat{\boldsymbol{k}}^{*}$ will be the unit vectors with respect to the moving frame. The angular velocity of the moving frame is $\omega$, and its motion is arbitrary.


Figure 2.14: The vector $S$ along with its components with respect to the non-inertial moving frame.

Let us define a vector $S$ which is time dependent, see Figure 2.14 and its components regarding the inertial frame of reference are

$$
S=S_{x} \hat{\boldsymbol{i}}+S_{y} \hat{\boldsymbol{j}}+S_{z} \hat{\boldsymbol{k}}
$$

and the time derivative is given by

$$
\begin{equation*}
\frac{d \boldsymbol{S}}{d t}=\frac{d S_{x}}{d t} \hat{\boldsymbol{i}}+\frac{d S_{y}}{d t} \hat{\boldsymbol{j}}+\frac{d S_{z}}{d t} \hat{\boldsymbol{k}} \tag{2.35}
\end{equation*}
$$

The vector $\mathbf{S}$ in a moving reference frame will be

$$
S=S_{x} \hat{i}^{*}+S_{y} \hat{j}^{*}+S_{z} \hat{k}^{*}
$$

The derivatives of the unit vectors with respect to time $\hat{\boldsymbol{i}}^{*}, \hat{\boldsymbol{j}}^{*}$ and $\hat{\boldsymbol{k}}^{*}$ are not zero as they are not stationary in space but instead are changing direction constantly. They all have unit magnitude and due to their attachment to the $x^{*} y^{*} z^{*}$ frame they all have the same angular velocity $\omega$, and the time derivative is

$$
\begin{equation*}
\frac{d \boldsymbol{S}}{d t}=\frac{d S_{x}}{d t} \hat{\boldsymbol{i}}^{*}+\frac{S_{y}}{d t} \hat{\boldsymbol{j}}^{*}+\frac{d S_{z}}{d t} \hat{\boldsymbol{k}}^{*}+S_{x} \frac{d \hat{\boldsymbol{i}}^{*}}{d t}+S_{y} \frac{d \hat{\boldsymbol{j}}^{*}}{d t}+S_{z} \frac{d \hat{\boldsymbol{k}}^{*}}{d t} . \tag{2.36}
\end{equation*}
$$

Using Equation (2.34) in Equation (2.36), we obtain

$$
\begin{equation*}
\frac{d \boldsymbol{S}}{d t}=\frac{d S_{x}}{d t} \hat{\boldsymbol{i}}^{*}+\frac{S_{y}}{d t} \hat{\boldsymbol{j}}^{*}+\frac{d S_{z}}{d t} \hat{\boldsymbol{k}}^{*}+S_{x}\left(\boldsymbol{\omega} \times \hat{\boldsymbol{i}}^{*}\right)+S_{y}\left(\boldsymbol{\omega} \times \hat{\boldsymbol{j}}^{*}\right)+S_{z}\left(\boldsymbol{\omega} \times \hat{\boldsymbol{k}}^{*}\right) \tag{2.37}
\end{equation*}
$$

The unit vectors $\hat{\boldsymbol{i}}^{*}, \hat{\boldsymbol{j}}^{*}$ and $\hat{\boldsymbol{k}}^{*}$ will not vary in direction with respect to the moving frame, but they will have a constant magnitude of unity, therefore the time derivative of $S$ relative to the moving frame will be

$$
\begin{equation*}
\left.\frac{d S}{d t}\right|_{m o v}=\frac{d S_{x}}{d t} \hat{\boldsymbol{i}}^{*}+\frac{S_{y}}{d t} \hat{\boldsymbol{j}}^{*}+\frac{d S_{z}}{d t} \hat{\boldsymbol{k}}^{*} \tag{2.38}
\end{equation*}
$$

The Equation (2.37) then takes the form

$$
\begin{align*}
\frac{d \boldsymbol{S}}{d t} & =\frac{d \boldsymbol{S}}{d t} \int_{m o v}+S_{x}\left(\boldsymbol{\omega} \times \hat{\boldsymbol{i}}^{*}\right)+S_{y}\left(\boldsymbol{\omega} \times \hat{\boldsymbol{j}}^{*}\right)+S_{z}\left(\boldsymbol{\omega} \times \hat{\boldsymbol{k}}^{*}\right), \\
& =\frac{d \boldsymbol{S}}{d t} \int_{m o v}+\left(\boldsymbol{\omega} \times S_{x} \hat{i}^{*}\right)+\left(\boldsymbol{\omega} \times S_{y} \hat{\boldsymbol{j}}^{*}\right)+\left(\boldsymbol{\omega} \times S_{z} \hat{\boldsymbol{k}}^{*}\right), \\
& \left.=\frac{d \boldsymbol{S}}{d t}\right]_{\text {mov }}+\boldsymbol{\omega} \times\left(S_{x} \hat{i}^{*}+S_{y} \hat{\boldsymbol{j}}^{*}+\left(S_{z} \hat{\boldsymbol{k}}^{*}\right),\right. \\
\frac{d \boldsymbol{S}}{d t} & \left.=\frac{d \boldsymbol{S}}{d t}\right]_{m o v}+\boldsymbol{\omega} \times S \tag{2.39}
\end{align*}
$$

The Equation (2.39) can also be written as

$$
\begin{equation*}
\boldsymbol{V}=V_{m o v}+\omega \times S ; \quad \text { where }\left.\frac{d \boldsymbol{S}}{d t}\right|_{\text {mov }}=V_{m o v} . \tag{2.40}
\end{equation*}
$$

The Equation (2.40) represents the velocity in terms of the velocity of the moving frame, if $\omega$ is zero then there will be no rotational motion of the particle. The Equation (2.39) can be differentiated further with respect to $t$ to have the acceleration vector, thus

$$
\begin{equation*}
\frac{d^{2} \boldsymbol{S}}{d t^{2}}=\frac{d}{d t} \frac{d \boldsymbol{S}}{d t} \int_{m o v}+\frac{d \omega}{d t} \times \boldsymbol{S}+\boldsymbol{\omega} \times \frac{d \boldsymbol{S}}{d t} \tag{2.41}
\end{equation*}
$$

The non-inertial frame has a constant angular velocity $\omega$ then the time derivative of the Equation (2.39) relative to the moving frame is

$$
\begin{equation*}
\left.\frac{d}{d t} \frac{d \boldsymbol{S}}{d t}=\frac{d^{2} \boldsymbol{S}}{d t^{2}} \int_{m o v}+\boldsymbol{\omega} \times \frac{d \boldsymbol{S}}{d t}\right\rfloor_{m o v} \tag{2.42}
\end{equation*}
$$

Using Equation (2.40) and (2.42) in Equation (2.41) we obtain

$$
\begin{equation*}
\frac{d^{2} S}{d t^{2}}=\left.\frac{d^{2} S}{d t^{2}}\right|_{m o v}+\omega \times\left.\frac{d S}{d t}\right|_{m o v}+\frac{d \omega}{d t} \times S+\omega \times\left(\left.\frac{d S}{d t}\right|_{m o v}+\omega \times S\right) \tag{2.43}
\end{equation*}
$$

and it can be written after as

$$
\begin{equation*}
\left.\frac{d^{2} \boldsymbol{S}}{d t^{2}}=\frac{d^{2} S}{d t^{2}} \int_{m o v}+\dot{\omega} \times \boldsymbol{S}+2 \boldsymbol{\omega} \times \frac{d \boldsymbol{S}}{d t}\right\rfloor_{m o v}+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{S}) \tag{2.44}
\end{equation*}
$$

where the it can also be written as

$$
\begin{equation*}
a=a_{m o v}+\dot{\omega} \times S+2 \omega \times V_{m o v}+\omega \times(\omega \times S) . \tag{2.45}
\end{equation*}
$$

For the acceleration formula for a point mass $Q$ that is in random motion and its position vector $\boldsymbol{r}=x \hat{\boldsymbol{i}}+y \hat{\boldsymbol{j}}+z \hat{\boldsymbol{k}}$ relative to the inertial frame can be given as

$$
\begin{equation*}
\boldsymbol{r}=\boldsymbol{R}+\boldsymbol{r}_{\text {mov }} \tag{2.46}
\end{equation*}
$$

where $\boldsymbol{R}$ is the relative location of the moving reference frame's origin and the vector $\boldsymbol{r}_{\text {mov }}=x^{*} \hat{\boldsymbol{i}}^{*}+y^{*} \hat{\boldsymbol{j}}^{*}+z^{*} \hat{\boldsymbol{k}}^{*}$ is the position vector of the point $Q$ in the moving frame, this can be seen in Figure 2.15.

Taking derivative of Equation (2.46) with respect to $t$, gives

$$
\begin{equation*}
\frac{d \boldsymbol{r}}{d t}=\frac{d \boldsymbol{R}}{d t}+\frac{d \boldsymbol{r}_{m o v}}{d t} \tag{2.47}
\end{equation*}
$$



Figure 2.15: Position vectors of the point mass $Q$ with respect to both the inertial and non-inertial reference frames.
as $\frac{d \boldsymbol{r}}{d t}=\boldsymbol{V}$ (velocity of $Q$ with relative to the inertial frame), $\frac{d \boldsymbol{R}}{d t}=\boldsymbol{V}_{\boldsymbol{R}}$ (moving frame's origin velocity) and $\frac{d \boldsymbol{r}_{\text {mov }}}{d t}=\boldsymbol{V}_{\text {mov }}$ (velocity of the $Q$ relative to the moving
frame of reference) then the above equation takes the form

$$
\begin{equation*}
V=V_{R}+V_{m o v} . \tag{2.48}
\end{equation*}
$$

From Equation (2.40), the relative velocity of point $Q$ in the moving frame is

$$
\begin{equation*}
V_{m o v}=V_{m o v}+\omega \times r_{m o v} \tag{2.49}
\end{equation*}
$$

The Equation (2.48) can be given as

$$
\begin{equation*}
V=V_{R}+V_{m o v}+\omega \times r_{m o v} . \tag{2.50}
\end{equation*}
$$

From Equation (2.48) the acceleration of the moving frame's origin is

$$
\begin{equation*}
\boldsymbol{a}=\boldsymbol{a}_{\boldsymbol{R}}+\boldsymbol{a}_{m o v} \tag{2.51}
\end{equation*}
$$

using Equation (2.45) we can write

$$
\begin{equation*}
\boldsymbol{a}_{\text {mov }}=\boldsymbol{a}_{\text {mov }}+\dot{\boldsymbol{\omega}} \times \boldsymbol{r}_{\text {mov }}+2 \boldsymbol{\omega} \times \boldsymbol{V}_{\text {mov }}+\boldsymbol{\omega} \times\left(\boldsymbol{\omega} \times \boldsymbol{r}_{\text {mov }}\right) . \tag{2.52}
\end{equation*}
$$

Substututing Equation (2.52 into Equation (2.51)), we obtain

$$
\begin{equation*}
a=a_{\boldsymbol{R}}+a_{\text {mov }}+\dot{\omega} \times r_{\text {mov }}+2 \omega \times V_{\text {mov }}+\omega \times\left(\omega \times r_{\text {mov }}\right) . \tag{2.53}
\end{equation*}
$$

The Equation (2.53) represents the relation for the acceration of the point $Q$ which is moving randomly. The term $2 \boldsymbol{\omega} \times \boldsymbol{V}_{\text {mov }}$ represents the Coriolis acceleration and $\boldsymbol{\omega} \times\left(\boldsymbol{\omega} \times \boldsymbol{r}_{\text {mov }}\right)$ is the centrifugal acceleration.

### 2.1.15 Solar System and Eight Two Body System

The solar system is the set of all objects that are gravitationally attached to the star, the Sun. Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus, and Neptune are the planets that constitute our Solar System. The Solar System contains numerous dwarf planets such as Pluto, a multitude of moons, and millions of asteroids, comets, and meteoroids.

A star is an object that gives off its own light. The planets, on the other hand, do not give off their own light but can reflect it. There could also be things moving around the planets. The name for these is "satellites". In the solar system, the moon is a satellite of the planet Earth, which orbits around the Sun. There are also satellites that were made by humans and can move around planets or their moons.

The trajectory followed by a planet or satellite is denoted as its orbit.The aphelion and perihelion represent the maximum and minimum distance of a planet from the Sun, respectively. The farthest point from the planet that a satellite orbits is called the apogee and the closest point to the planet is called the perigee.

The duration of one full revolution of a celestial body in its orbit is referred to as its period. The term "sidereal period" is occasionally utilised to distinguish it from other periods, like the time it takes for the earth to move around its axis, etc.

Since most of the mass is in the sun, it will be supposed that each of the planets move independently of the other and is acted on only by the sun. Then we have eight independent two body systems each consisting of the sun and one planet.

### 2.1.16 Two Body Problem

The 2-body problem, Newton initially investigated and solved, says that if the locations and the velocities of two celestial objects moving under the influence of their shared gravitational field is known at any given time $t$, then what would be the locations and the velocities at any other time $t$ ? Examples include a satellite revolving around a planet, two stars orbiting each other, and a planet orbiting a star e.g., Earth-Sun, Earth-Moon. The following details highlight the significance of the two-body problem:

- Aside from rather limited answers to the $N \geq 3$ body problems, it is the sole gravitational problem of Celestial Mechanics for which we know a complete solution.
- Numerous real-world orbital motion problems may be handled as approximations of two body problems.
- The two-body solution can be used as a foundation for the development of analytical solutions that are accurate to higher degrees of precision or to offer approximations of orbital parameters and estimations.


## Solution of Two Body Problem

Let us take two point masses $M$ and $m$ that are moving under their mutual gravitational influence and are $\boldsymbol{r}$ distance away from each other then their equation of motion as given in can be given as

$$
\mathbf{F}=G \frac{m M}{r^{3}} \boldsymbol{r},
$$

where $G$ denotes the Newtonian universal gravitational constant.

Given the particles' initial positions and velocities, the aim of this particular situation is to determine the particles' positions and velocities at any given time $t$. Figure (2.16) depicts the forces of attraction $F_{1}$ and $F_{2}$ of masses $M$ and $m$ acting in opposite directions along $r$.

As per the Newton's third law of motion,

$$
\begin{equation*}
\mathbf{F}_{1}=-\mathbf{F}_{2}, \tag{2.54}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{F}_{1}=G \frac{m M}{r^{3}} \boldsymbol{r} \tag{2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{F}_{2}=-G \frac{m M}{r^{3}} \boldsymbol{r} . \tag{2.56}
\end{equation*}
$$

Using Newton's second law, we get $\mathbf{F}_{1}=M \ddot{\boldsymbol{r}}_{1}$ and $\mathbf{F}_{2}=m \ddot{\boldsymbol{r}}_{2}$, therefore

$$
\begin{equation*}
M \ddot{\boldsymbol{r}}_{1}=G \frac{m M}{r^{3}} \boldsymbol{r} \tag{2.57}
\end{equation*}
$$

and

$$
\begin{equation*}
m \ddot{\boldsymbol{r}}_{2}=-G \frac{m M}{r^{3}} \boldsymbol{r} . \tag{2.58}
\end{equation*}
$$

where $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ are the position vectors from ' O ', the origin of the reference frame, $\boldsymbol{r}$ is the position vector of $m$ relative to $M$ and $\hat{r}$ is a unit vector that points from $M$ to $m$ as depicted in Figure 2.16 the Equations (2.57) and (2.58) are added to give

$$
\begin{equation*}
M \ddot{\boldsymbol{r}}_{1}+m \ddot{\boldsymbol{r}}_{2}=\mathbf{0} \tag{2.59}
\end{equation*}
$$

Integrating the above equation to obtain

$$
\begin{equation*}
M \dot{\boldsymbol{r}}_{1}+m \dot{\boldsymbol{r}}_{2}=\boldsymbol{c}_{1}, \tag{2.60}
\end{equation*}
$$

as

$$
\dot{\boldsymbol{r}}_{1}=\boldsymbol{v}_{M},
$$

and

$$
\dot{\boldsymbol{r}}_{2}=\boldsymbol{v}_{m}
$$

Then the Equation (2.60) will become

$$
\begin{equation*}
M \boldsymbol{v}_{M}+m \boldsymbol{v}_{m}=\boldsymbol{c}_{1}, \tag{2.61}
\end{equation*}
$$

where, vector $\boldsymbol{c}_{1}$ is constant of integration.
Equation (2.61) implies that the system of bodies has constant linear momentum, the integration of Equation (2.61) gives

$$
\begin{equation*}
M \boldsymbol{r}_{1}+m \boldsymbol{r}_{2}=\boldsymbol{c}_{1} t+\boldsymbol{c}_{2} \tag{2.62}
\end{equation*}
$$

where $\boldsymbol{c}_{2}$ (constant of integration) represent the constant vectors.


Figure 2.16: The Two Body System

Let $R$ be the coordinate of center of mass $\left(C_{M}\right)$ then by the definition of $C_{M}$ we can wrtie the center of mass for two bodies $M$ and $m$ as

$$
\begin{align*}
(M+m) \boldsymbol{R} & =M \boldsymbol{r}_{1}+m \boldsymbol{r}_{2}, \\
\mathbb{M} \boldsymbol{R} & =M \boldsymbol{r}_{1}+m \boldsymbol{r}_{2}, \tag{2.63}
\end{align*}
$$

where

$$
\mathbb{M}=M+m
$$

Differentiate Equation (2.63) with respect to 'time' and after using Equation (2.60), we have

$$
\mathbb{M} \dot{\boldsymbol{R}}=c_{1} .
$$

It can be seen that it is constant, that is

$$
\begin{equation*}
\dot{\boldsymbol{R}}=\frac{\boldsymbol{c}_{1}}{\mathbb{M}}=\text { constant }, \tag{2.64}
\end{equation*}
$$

which shows that $\dot{\boldsymbol{R}}=\boldsymbol{v}_{c}$; where the velocity of the center of mass, denoted by $\boldsymbol{v}_{c}$, is constant. The Equations (2.57) and (2.58) are subtracted to obtain

$$
\begin{aligned}
& \ddot{\boldsymbol{r}}_{1}-\ddot{\boldsymbol{r}}_{2}=\frac{G M}{r^{3}} \boldsymbol{r}+\frac{G m}{r^{3}} \boldsymbol{r} \\
& \ddot{\mathbf{r}}_{1}-\ddot{\mathbf{r}}_{2}=G(m+M) \frac{\mathbf{r}}{r^{3}} .
\end{aligned}
$$

It can also be written as

$$
\ddot{\boldsymbol{r}}=-\mu \frac{\boldsymbol{r}}{r^{3}},
$$

and

$$
\begin{equation*}
\ddot{r}+\mu \frac{r}{r^{3}}=\mathbf{0} \tag{2.65}
\end{equation*}
$$

where $\mu$ is the some dimensional constant and is equal to $G(m+M)$, also $\boldsymbol{r}_{1}-\boldsymbol{r}_{2}=$ $-r$.

The Equation (2.65) is differential equation of second order that controls how $m$ moves in relation to $M$. It has two vector integration constants with three scalar components each. Equation (2.65) thus includes six integration constants. Note that multiplying Equation (2.65) through by -1 when $M$ and $m$ are switched in all of the aforementioned derivation results in no change. As a result, when viewed from $M$, the motion of $m$ is exactly the same as when viewed from $M$.

Taking cross product of $\boldsymbol{r}$ with Equation (2.65), we get

$$
\begin{align*}
\boldsymbol{r} \times \ddot{\boldsymbol{r}}+\frac{\mu}{r^{3}} \boldsymbol{r} \times \boldsymbol{r} & =\mathbf{0} \\
\Rightarrow \mathbf{r} \times \ddot{\mathbf{r}} & =\mathbf{0} . \tag{2.66}
\end{align*}
$$

Integrate the above equation, gives

$$
\begin{equation*}
\boldsymbol{r} \times \mu \dot{\boldsymbol{r}}=\boldsymbol{L} \tag{2.67}
\end{equation*}
$$

here $\boldsymbol{L}$ is a constant vector and the Equation (2.66) can be written as

$$
\begin{equation*}
r \times \mu \ddot{r}=0 \tag{2.68}
\end{equation*}
$$

Because we know that

$$
\boldsymbol{F}=\mu \ddot{\boldsymbol{r}}=\mu \boldsymbol{a}
$$

the Equation (2.68) with the above expression becomes

$$
\begin{equation*}
r \times F=0 \tag{2.69}
\end{equation*}
$$

It can be inferred from the definitions of torque and angular momentum

$$
\begin{equation*}
\boldsymbol{\tau}=\frac{d \boldsymbol{L}}{d t}=\boldsymbol{r} \times \boldsymbol{F} . \tag{2.70}
\end{equation*}
$$

The Equations (2.69) and (2.70), together give

$$
\begin{aligned}
& \boldsymbol{\tau}=\frac{d \boldsymbol{L}}{d t}=\boldsymbol{r} \times \boldsymbol{F}=\mathbf{0}, \\
& \frac{d \boldsymbol{L}}{d t}=\mathbf{0}
\end{aligned}
$$

which implies that

$$
L=\text { constant },
$$

and this suggests that the angular momentum of the system consisting of two bodies remains constant.

## Transverse and Radial Components of Velocity and Acceleration

Consider $r$ and $\theta$, the polar coordinates in the plane as depicted in Figure 2.17. The $\dot{r}$ and $r \dot{\theta}$ represent the velocity components that are parallel and perpendicular
to the radius vector connecting $m$ and $M$, respectively. Then the velocity vector in polar coordinates is

$$
\begin{equation*}
\dot{\boldsymbol{r}}=\frac{d \boldsymbol{r}}{d t}=\dot{r} \hat{\boldsymbol{r}}+r \dot{\theta} \hat{\boldsymbol{\theta}} \tag{2.71}
\end{equation*}
$$

where, $\hat{\boldsymbol{r}}$ and $\hat{\boldsymbol{\theta}}$ represent the unit vectors along and perpendicular to the radius vector. Taking the cross product of above equation with $\boldsymbol{r}$, implies

$$
\begin{equation*}
\boldsymbol{r} \times(\dot{r} \hat{\boldsymbol{r}}+r \dot{\theta} \hat{\boldsymbol{\theta}})=\mu r^{2} \dot{\theta} \hat{\boldsymbol{k}}=L \hat{\boldsymbol{k}} \tag{2.72}
\end{equation*}
$$

where $\hat{k}$ is a unit vector that is perpendicular to the plane of the orbit and also

$$
\begin{equation*}
\mu r^{2} \dot{\theta}=L \tag{2.73}
\end{equation*}
$$

where the radius vector's area description is found to be twice as fast as the constant ' $L$ '. which represents the second law of Kepler's mathematical form.

Taking the dot product of $\dot{\boldsymbol{r}}$ with Equation (2.65), gives

$$
\dot{r} \cdot \frac{d^{2} r}{d t^{2}}+\mu \frac{\dot{r} \cdot \boldsymbol{r}}{r^{3}}=0,
$$

the integration of above equation gives

$$
\begin{align*}
& \frac{1}{2} \dot{\boldsymbol{r}} \dot{\boldsymbol{r}}-\frac{\mu}{r}=c \\
& \frac{1}{2} v^{2}-\frac{\mu}{r}=c \tag{2.74}
\end{align*}
$$

where, $c$ is a constant of integration.
Equation (2.74) implies that the total energy of the system is conserved, with $\frac{1}{2} v^{2}$ representing the kinetic energy while $\frac{-\mu}{r}$ the potential energy of the system. Consider the radial and transverse components of acceleration vector

$$
\boldsymbol{a}=\ddot{\boldsymbol{r}}=\left(\ddot{r}-r \dot{\theta}^{2}\right) \hat{\boldsymbol{r}}+\frac{1}{r} \frac{d}{d t}\left(r^{2} \dot{\theta}\right) \hat{\boldsymbol{\theta}}
$$

substituting the $\ddot{\boldsymbol{r}}$ into expression (2.65), gives

$$
\begin{equation*}
\left(\ddot{r}-r \dot{\theta}^{2}\right) \hat{\boldsymbol{r}}+\frac{1}{r} \frac{d}{d t}\left(r^{2} \dot{\theta}\right) \hat{\boldsymbol{\theta}}=-\frac{\mu}{r^{3}} r \hat{\boldsymbol{r}} . \tag{2.75}
\end{equation*}
$$



Figure 2.17: The radial as well as transverse components of velocity

The above equation on comparing the coefficients of unit vectors $\hat{\boldsymbol{r}}$ and $\hat{\boldsymbol{\theta}}$, implies

$$
\begin{equation*}
\ddot{r}-r \dot{\theta}^{2}=-\frac{\mu}{r^{2}}, \tag{2.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d t}\left(r^{2} \dot{\theta}\right)=0 . \tag{2.77}
\end{equation*}
$$

Let

$$
\begin{equation*}
u=\frac{1}{r} \tag{2.78}
\end{equation*}
$$

and the Equations (2.76) and (2.77), yield

$$
\begin{equation*}
\frac{d^{2} u}{d \theta^{2}}+u=\frac{\mu}{L^{2}} . \tag{2.79}
\end{equation*}
$$

The general solution to the above Equation is

$$
\begin{equation*}
u=\frac{\mu}{L^{2}}+\mathcal{A} \cos \left(\theta-\theta^{*}\right) \tag{2.80}
\end{equation*}
$$

where $\mathcal{A}$ and $\theta^{*}$ are two constants of integration. Replace $u$ with $\frac{1}{r}$ in the above equation, to get

$$
\frac{1}{r}=\frac{\mu}{L^{2}}+A \cos \left(\theta-\theta^{*}\right)
$$

which implies

$$
r=\frac{\frac{\boldsymbol{L}^{2}}{\mu}}{1+\frac{\boldsymbol{L}^{2} A}{\mu} \cos \left(\theta-\theta^{*}\right)},
$$

gives the polar form of the conic equation, the above equation can be expressed as

$$
\begin{equation*}
r=\frac{p}{1+e \cos \left(\theta-\theta^{*}\right)} \tag{2.81}
\end{equation*}
$$

where $p=\frac{L^{2}}{\mu}, \quad$ and $\quad e=\frac{A L^{2}}{\mu}$.

Trajectories in the two body system around one another may be categorised according to their eccentricity, denoted by $e$. From the Equation (2.81) there rise three different possibilities of the orbits of two body system:
(i) If $0<e<1$ then the orbital shape will be elliptical;
(ii) If $e=1$ then the orbital shape will be parabolic;
(iii) If $e>1$ then the orbital shape will be hyperbolic.

Thus, Kepler's first law is a special case of the conic section that represents the solution to the two-body problem.

### 2.1.17 Equilibrium Solutions and their Stability

It is often beneficial to examine the behaviour of solutions to differential equation systems rather than trying to deduce their algebraic form. In order to do this, solutions near equilibrium solutions and those at equilibrium are investigated. These methods will be beneficial for investigating non-linear systems locally. Without really solving the problem, the Equilibrium solution can help us understand how the equation that represents the problem works. We can only find these solutions if all rates are equal to zero, which is a sufficient condition.

If we have a system of equations in two variables, then

$$
\dot{x}=\ddot{x}=\dot{y}=\ddot{y}=\ldots=x^{(n)}=y^{(n)}=0 .
$$

These solutions could be either stable or unstable. The finding of stable solutions in Celestial Mechanics facilitates the determination of locations suitable for indefinite parking of a satellite or any other object. Along Jupiter's orbital route, these kinds of locations can also be observed where bodies known as Trojans and Greeks asteroids are present at $L_{4}$ and $L_{5}$. In honour of the French mathematician and astronomer Joseph-Louis Lagrange, these equilibrium points with regard to Celestial Mechanics are sometimes known as Lagrange points. He was the first to identify equilibrium points mathematically. Three of these five spots $L_{1}, L_{2}$, and $L_{3}$ were discovered to be collinear, according to his discovery. To verify the stability of equilibrium points, we must take subsequent actions:
i. Put all the rates in the differential equation equal to zero to get the equilibrium solutions, i.e., $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)$.
ii. Let $(\breve{x}, \breve{y})$; be the small perturbation from the equilibrium points, then the for the linear stability analysis new location of equilibrium points will be $\left(x_{1}+\breve{x}_{1}, y_{1}+\breve{y}_{1}\right),\left(x_{2}+\breve{x}_{2}, y_{2}+\breve{y}_{2}\right), \ldots,\left(x_{n}+\breve{x}_{n}, y_{n}+\breve{y}_{n}\right)$.
iii. Use Taylor series expansion to linearise around the equilibrium point and write the relations in matrix form, that is, $\dot{X}=\mathcal{A} X$.
iv. Use the equilibrium points one by one to evaluate $\mathcal{A}$ and $|\mathcal{A}-\lambda I|=0$ to determine the eigenvalues;
v. Based on the eigenvalues, stability analysis is carried out, that is, if the eigenvalues are:
a. complex having positive real part then the equilibrium point will be unstable;
b. complex having negative real part then the equilibrium point will be stable;
c. both real and positive then the equilibrium point will be unstable;
d. both real and negative as well then the equilibrium point will be stable; and if
e. one eigenvalue is negative and other is positive then the equilibrium point will be a saddle point.

## Equilibrium Solutions of a non-linear System of First Order Ordinary Differential Equations

Let us consider a non linear system of ordinary differential equations

$$
\begin{align*}
\dot{\xi} & =\xi(3-\xi-2 \eta), \\
\dot{\eta} & =\eta(2-\xi-\eta) . \tag{2.82}
\end{align*}
$$

For equilibrium solutions all rates should be equal to zero therefore system in (2.82) becomes

$$
\begin{align*}
\xi(3-\xi-2 \eta) & =0  \tag{2.83}\\
\eta(2-\xi-\eta) & =0 \tag{2.84}
\end{align*}
$$

Solving the Equations (2.83) and (2.84) we obtain the following equilibrium solutions

$$
\begin{equation*}
(0,0), \quad(0,2), \quad(3,0) \text { and }(1,1) \tag{2.85}
\end{equation*}
$$

## Stability Analysis of the Equilibrium Solutions

The equilibrium solutions are analysed by using eigenvalues for the Equations (2.82). The conventional linearization approach is used to investigate the equilibrium solution stability. Now let the Equations (2.83) and (2.84) can be written as

$$
\begin{align*}
& f(\xi, \eta)=\xi(3-\xi-2 \eta),  \tag{2.86}\\
& g(\xi, \eta)=\eta(2-\xi-\eta) . \tag{2.87}
\end{align*}
$$

By the Taylor series expansion we have the following for both in (2.86) and (2.87)

$$
\begin{align*}
f(\xi, \eta) & \approx f(a, b)+(\xi-a) \frac{\partial f}{\partial \xi}(a, b)+(\eta-b) \frac{\partial f}{\partial \eta}(a, b),  \tag{2.88}\\
g(\xi, \eta) & \approx g(a, b)+(\xi-a) \frac{\partial g}{\partial \xi}(a, b)+(\eta-b) \frac{\partial g}{\partial \eta}(a, b), \tag{2.89}
\end{align*}
$$

and in matrix form Equations (2.88) and (2.89) are

$$
\left[\begin{array}{l}
f(\xi, \eta)  \tag{2.90}\\
g(\xi, \eta)
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial f}{\partial \xi}(a, b) & \frac{\partial f}{\partial \eta}(a, b) \\
\frac{\partial g}{\partial \xi}(a, b) & \frac{\partial g}{\partial \eta}(a, b)
\end{array}\right]\left[\begin{array}{l}
\xi-a \\
\eta-b
\end{array}\right],
$$

Now using Expression (2.90) in (2.82), we get

$$
\left[\begin{array}{c}
\dot{\xi}  \tag{2.91}\\
\dot{\eta}
\end{array}\right]=\left[\begin{array}{cc}
3-2 a-2 b & -2 a \\
-b & 2-a-2 b
\end{array}\right]\left[\begin{array}{c}
\xi-a \\
\eta-b
\end{array}\right],
$$

and the Equation (2.91) can be written as

$$
\begin{equation*}
\dot{X}=\mathcal{A} X, \tag{2.92}
\end{equation*}
$$

where

$$
\dot{X}=\left[\begin{array}{c}
\dot{\xi}  \tag{2.93}\\
\dot{\eta}
\end{array}\right], \quad X=\left[\begin{array}{c}
\xi-a \\
\eta-b
\end{array}\right], \quad A=\left[\begin{array}{cc}
3-2 a-2 b & -2 a \\
-b & 2-a-2 b
\end{array}\right] .
$$

The critical points in (2.85) are replaced one by one for the eigenvalues in the $|\mathcal{A}-\lambda I|=0$ and if the resulting eigenvalue values are both negative, then the critical point (equilibrium point) is said to be stable; otherwise, it will be unstable. The state of equilibrium points stability, and the subsequent collection of eigenvalues corresponding to the equilibrium points are given in the table 2.1

Table 2.1: Stability analysis of equilibrium points

| Equilibrium Point | Eigenvalues | Stability |
| :--- | :--- | :--- |
| $(0,0)$ | $\lambda_{1}=3, \lambda_{2}=2$ | unstable |
| $(0,2)$ | $\lambda_{1}=-1, \lambda_{2}=-2$ | Stable |
| $(3,0)$ | $\lambda_{1}=-3, \lambda_{2}=-1$ | Stable |
| $(1,1)$ | $\lambda_{1}=-1-\sqrt{2}, \lambda_{2}=-1+\sqrt{2}$ | Unstable |

### 2.2 N-Body Problem

The $N$-body issue is a challenge in the field of Celestial Mechanics that involves attempting to forecast the individual motions of a collection of astronomical objects that are gravitationally interacting with one another. The desire to understand the motions of the Sun, Moon, planets and visible stars has been a driving force behind the effort to find a solution to this problem. Throughout the $20^{t h}$ century, one of the most important $N$-body problems to solve was trying to understand how the dynamics of globular cluster star systems worked.

## The Dynamics of the N-Body Problem

The two-body problem (2BP) handles a large portion of the crucial astrodynamics job, but occasionally additional bodies are needed to represent the real Universe.

The next step is to develop formulae for $N \geq 3$ body problems, and it might be said that the $N$-body problem is an extension of the 3 -body problem, i.e., $N>3$. In general, a specified number of constants of integration are needed to solve generic the $N$-body problem differential equation of motion.

Consider a simple gravity problem in which the acceleration is constant with respect to time, i.e., $\boldsymbol{a}(t)=\boldsymbol{a}_{0}$. The velocity is obtained by integrating this equation, $\boldsymbol{v}(t)=\boldsymbol{a}_{0} t+\boldsymbol{v}_{0}$. Integrating again provides, $r(t)=r_{0}+\boldsymbol{v}_{0} t+\frac{1}{2} \boldsymbol{a}_{0} t^{2}$. We need to know the initial conditions in order to finish the solution. This example has a simple analytical solution that makes use of the initial conditions, a function of the time, and integration constants (also known as integrals of the motion). Sadly, this isn't always the straight forward situation and Integrals of the motion can lower the order of differential equations when initial conditions alone are unable to produce a solution. Ideally, we can reduce the differential equations to order zero if the number of integrals equals the order of the equations. The name "constants of the motion" refers to the fact that these integrals are constant functions of the initial conditions as well as the location and speed of the object at any given moment.

We require $6 N$ integrals of motion to fully solve the $N$-body problem, which is a set of $3 N$ second order differential equations. Six are obtained from the conservation of linear momentum, one from the energy conservation, and three from the conservation of total angular momentum, for a total of ten. A system of order $6 N-10$ for $N \geq 3$ is obtained as there are no laws analogous to Kepler's first two laws that create further constants. Closed-form solutions to these equations for $N$-bodies, $N \geq 3$, are impossible.

In 1887, H . Brun demonstrated that there were no additional algebraic integrals. We only have the 10 known integrals even if Poincaré subsequently generalised Brun's work. They help us understand how the three body and $N$-body problems evolve. Total linear momentum conservation presupposes that there are no outside forces acting on the system.

The equations of motion of $N$ massive particles with masses $m_{i}(i=1,2, \ldots N)$, whose radius vectors from an un-accelerated point $O$ is $\mathbf{r}_{i}$ and mutual distances
are given by $\mathbf{r}_{i j}$, i.e.,

$$
\begin{equation*}
r_{i j}=r_{j}-r_{i} \tag{2.94}
\end{equation*}
$$

Based on Newton's laws of motion and gravity,

$$
\begin{equation*}
m_{i} \ddot{\boldsymbol{r}}_{i}=G \sum_{j=1 j \neq i}^{N} \frac{m_{i} m_{j}}{r_{i j}^{3}} \boldsymbol{r}_{i j}, \quad(i=1, \ldots N), \tag{2.95}
\end{equation*}
$$

Here, we see that $\boldsymbol{r}_{i j}$ suggests that the vector between $m_{i}$ and $m_{j}$ is directed from $m_{i}$ to $m_{j}$, hence.

$$
\begin{equation*}
\boldsymbol{r}_{i j}=-\boldsymbol{r}_{j i} \tag{2.96}
\end{equation*}
$$

The necessary equations of motion for an $N$-body problem are represented by the set of Equations (2.95) and $G$ represents the gravitational constant.

### 2.2.1 Three Body Problem (3BP)

The three body problem can be divided into two parts for understanding and solution purposes:

- General Three Body Problem (G3BP).
- Restricted Three Body Problem (R3BP).


## General Three Body Problem

Three celestial bodies moving in space, such as the Sun, Earth, and Moon, can be taken as an example of the "three body problem." Generally, in space, there are no constraints on masses or initial conditions and this is referred as the General Three Body Problem.

## Restricted three body problem

If two bodies are positioned to have the central configuration and the third body with very little mass whose motion is subject to the gravitational pull of the two massive bodies, then this is called a Restricted Three Body Problem.

## Circular Restricted Three Body Problem (CR3BP)

If the motion of the objects in the R3BP is considered to be in a circular orbit then this is called Circular Restricted Three Body Problem. For space mission study, such as spacecraft moving from Earth to the Moon, we can use the model called the R3BP, in which the gravitational forces of two bodies affect the mass of a small spacecraft, but the massive bodies do not feel the spacecraft's impact.

### 2.2.2 Solution of CR3BP

The "Circular Restricted Three Body Problem" contains three masses, $m_{1}, m_{2}$, and $m_{3}$, of which $m_{1}$ and $m_{2}$ are massive while the third mass, $m_{3}$ is very small as compared to the other two masses. $m_{3}$ moves under the gravitational influence of other massive bodies (see Figure 2.18(i)).

Let us assume:

- $m_{1}$ and $m_{2}$ represent the masses of the primaries,
- the sum of masses $m_{1}$ and $m_{2}$ be unit, i.e., $m_{1}+m_{2}=1$,
- $\mu=G m_{2},(1-\mu)=G m_{1}$, where $\mu$ is some dimensional constant, while from the natural units $G=1$ and the coordinates of masses are $\left(\xi_{2}, \eta_{2}, \zeta_{2}\right)$ and $\left(\xi_{1}, \eta_{1}, \zeta_{1}\right)$ respectively,
- $m_{3}$ is the mass of the third smaller particle; its coordinates are $(\xi, \eta, \zeta)$.
- $\mathbf{r}_{\mathbf{i}}=\left(\xi_{\mathbf{i}}, \eta_{\mathbf{i}}, \zeta_{\mathbf{i}}\right)$ represents the vector positions of the primaries.

Using the universal gravitational law, we get the equations of motion in the gravitational field of primaries for $m_{3}$

$$
\begin{equation*}
m_{3} \ddot{\boldsymbol{r}}_{3}=m_{3} \sum_{j=1, j \neq i}^{2} m_{j} \frac{\boldsymbol{r}_{2}-\boldsymbol{r}_{3}}{\left|\boldsymbol{r}_{2}-\boldsymbol{r}_{3}\right|^{3}}, \tag{2.97}
\end{equation*}
$$


(i)

(ii)

Figure 2.18: Circular restricted three body problem.

$$
\begin{align*}
m_{3} \ddot{\mathbf{r}}_{3} & =m_{3}\left(m_{1} \frac{\mathbf{r}_{1}-\mathbf{r}_{3}}{\left|\mathbf{r}_{1}-\mathbf{r}_{3}\right|^{3}}+m_{2} \frac{\mathbf{r}_{2}-\mathbf{r}_{3}}{\left|\mathbf{r}_{2}-\mathbf{r}_{3}\right|^{3}}\right),  \tag{2.98}\\
{\left[\begin{array}{c}
\ddot{\xi} \\
\ddot{\eta} \\
\ddot{\zeta}
\end{array}\right] } & =\frac{m_{1}}{r_{1}{ }^{3}}\left[\begin{array}{l}
\xi_{1}-\xi \\
\eta_{1}-\eta \\
\zeta_{1}-\zeta
\end{array}\right]+\frac{m_{2}}{r_{2}{ }^{3}}\left[\begin{array}{c}
\xi_{2}-\xi \\
\eta_{2}-\eta \\
\zeta_{2}-\zeta
\end{array}\right], \tag{2.99}
\end{align*}
$$

where

$$
\begin{gather*}
\ddot{\boldsymbol{r}}_{3}=\left[\begin{array}{c}
\ddot{\xi} \\
\ddot{\eta} \\
\ddot{\zeta}
\end{array}\right], \quad \boldsymbol{r}_{1}-\boldsymbol{r}_{3}=\left[\begin{array}{c}
\xi_{1}-\xi \\
\eta_{1}-\eta \\
\zeta_{1}-\zeta
\end{array}\right], \quad \boldsymbol{r}_{2}-\boldsymbol{r}_{3}=\left[\begin{array}{c}
\xi_{2}-\xi \\
\eta_{2}-\eta \\
\zeta_{2}-\zeta
\end{array}\right],  \tag{2.100}\\
r_{1}{ }^{2}=\left(\xi_{1}-\xi\right)^{2}+\left(\eta_{1}-\eta\right)^{2}+\left(\zeta_{1}-\zeta\right)^{2}, \\
r_{2}{ }^{2}=\left(\xi_{2}-\xi\right)^{2}+\left(\eta_{2}-\eta\right)^{2}+\left(\zeta_{2}-\zeta\right)^{2} . \tag{2.101}
\end{gather*}
$$

From Equation (2.99), we have

$$
\left.\begin{array}{l}
\ddot{\xi}=\frac{1-\mu}{r_{1}{ }^{3}}\left(\xi_{1}-\xi\right)+\frac{\mu}{r_{2}{ }^{3}}\left(\xi_{2}-\xi\right), \\
\ddot{\eta}=\frac{1-\mu}{r_{1}{ }^{3}}\left(\eta_{1}-\eta\right)+\frac{\mu}{r_{2}{ }^{3}}\left(\eta_{2}-\eta\right),  \tag{2.102}\\
\ddot{\zeta}=\frac{1-\mu}{r_{1}{ }^{3}}\left(\zeta_{1}-\zeta\right)+\frac{\mu}{r_{2}{ }^{3}}\left(\zeta_{2}-\zeta\right) .
\end{array}\right\}
$$

Consider the same origin of coordinate axes $(x, y, z)$ as before, but this time the $x$ and $y$ axes rotate about the $z$-axis with an angular velocity of unity, such that they are perpendicular to the plane of rotation. It is possible to choose the configuration of the $x$-axis so that the primaries at $P_{1}$ and $P_{2}$ always lie on it, then we may write: $\left(-x_{1}, 0,0\right)$ and $\left(x_{2}, 0,0\right)$ (see Figure 2.18(ii) ).

Using the rotation matrix we obtained the $\xi$ and $\eta$ in terms of the coordinates of rotating axes, i.e.,

$$
\left[\begin{array}{c}
\xi  \tag{2.103}\\
\eta
\end{array}\right]=\left[\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right], \zeta=z,
$$

which follows that $\xi=x \cos t-y \sin t, \eta=x \sin t+y \cos t, \zeta=z$ and yields

$$
\begin{array}{ll}
\xi_{1}=x_{1} \cos t-y_{1} \sin t, & \eta_{1}=x_{1} \sin t+y_{1} \cos t \\
\xi_{2}=x_{2} \cos t-y_{2} \sin t, & \eta_{2}=x_{2} \sin t+y_{2} \cos t
\end{array}
$$

Using the transformation in (2.103), one can easily transform the equation (2.102) in rotating frame as follows:

$$
\left.\begin{array}{rl}
\ddot{x}-2 \dot{y}-x & =\left(\frac{1-\mu}{r_{1}{ }^{3}}\right)\left(x_{1}-x\right)+\frac{\mu}{r_{2}{ }^{3}}\left(x_{2}-x\right), \\
\ddot{y}+2 \dot{x}-y & =-\left(\frac{1-\mu}{r_{1}{ }^{3}}\right)\left(y_{1}-y\right)+\frac{\mu}{r_{2}{ }^{3}}\left(y_{2}-y\right),  \tag{2.104}\\
\ddot{z} & =\left(\frac{1-\mu}{r_{1}{ }^{3}}+\frac{\mu}{r_{2}{ }^{3}}\right) z .
\end{array}\right\}
$$

The distances $r_{1}$ and $r_{2}$ of $m_{3}$ in rotating frame are

$$
\left.\begin{array}{l}
r_{1}^{2}=\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}+z^{2},  \tag{2.105}\\
r_{2}^{2}=\left(x_{2}-x\right)^{2}+\left(y_{2}-y\right)^{2}+z^{2} .
\end{array}\right\}
$$

Since from the Figure 2.18 (ii)) $y_{1}=y_{2}=0$ therefore the systems (2.104) and (2.105) respectively become

$$
\left.\begin{array}{rl}
\ddot{x}-2 \dot{y}-x & =\left(\frac{1-\mu}{r_{1}{ }^{3}}\right)\left(x_{1}-x\right)+\frac{\mu}{r_{2}{ }^{3}}\left(x_{2}-x\right), \\
\ddot{y}+2 \dot{x}-y & =-\left[\left(\frac{1-\mu}{r_{1}{ }^{3}}\right)+\frac{\mu}{r_{2}{ }^{3}}\right] y,  \tag{2.106}\\
\ddot{z} & =\left(\frac{1-\mu}{r_{1}{ }^{3}}+\frac{\mu}{r_{2}^{3}}\right) z,
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
r_{1}^{2}=\left(x_{1}-x\right)^{2}+y^{2}+z^{2}  \tag{2.107}\\
r_{2}^{2}=\left(x_{2}-x\right)^{2}+y^{2}+z^{2}
\end{array}\right\}
$$

The set of Equations in (2.106) can also be written as

$$
\begin{align*}
\ddot{x}-2 \dot{y} & =\frac{\partial U}{\partial x}  \tag{2.108}\\
\ddot{y}+2 \dot{x} & =\frac{\partial U}{\partial y}  \tag{2.109}\\
\ddot{z} & =\frac{\partial U}{\partial z} \tag{2.110}
\end{align*}
$$

where

$$
\begin{equation*}
U=\frac{1}{2}\left(x^{2}+y^{2}\right)+\frac{1-\mu}{r_{1}}+\frac{\mu}{r_{2}}, \tag{2.111}
\end{equation*}
$$

is the effective potential of $m_{3}$ in the gravitational field of primaries and $x_{1}=-\mu$ and $x_{2}=1-\mu$.

## Jacobian Constant

By multiply Equations (2.108), (2.109) and (2.110) by $\dot{x}, \dot{y}$ and $\dot{z}$ respectively, and when the resultant equations are added, we get

$$
\begin{equation*}
\dot{x} \ddot{x}+\dot{y} \ddot{y}+\dot{z} \ddot{z}=\frac{\partial U}{\partial x} \dot{x}+\frac{\partial U}{\partial y} \dot{y}+\frac{\partial U}{\partial z} \dot{z} . \tag{2.112}
\end{equation*}
$$

$U$ depends on three variables ( $x, y$, and $z$ ), then the equation obtained by integrating the previous equation is

$$
\begin{equation*}
\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}=2 U+C, \tag{2.113}
\end{equation*}
$$

where $C$ represents the constant of integration and is also called Jacobian constant. The L.H.S. of above equation is square of velocity $\left(v^{2}\right)$, so above equation can be written as

$$
\begin{equation*}
v^{2}=2 U+C . \tag{2.114}
\end{equation*}
$$

## Equilibrium Solutions in the CR3BP

The equations of motion in (2.106) for $m_{3}$ are non-linear and instead of solving these equations we will do the qualitative analysis of these equations and find the equilibrium points. For this we follow the procedure given in Section 2.1.17.To find the equilibrium solution all rates should be zero, i.e., $\dot{x}=\dot{y}=\ddot{x}=\ddot{y}=0$, then equilibrium solutions are given by the following equations:

$$
\begin{align*}
x+\left(\frac{1-\mu}{r_{1}^{3}}\right)\left(x_{1}-x\right)-\frac{\mu}{r_{2}^{3}}\left(x_{2}-x\right) & =0,  \tag{2.115}\\
{\left[1+\left(\frac{1-\mu}{r_{1}^{3}}\right)+\frac{\mu}{r_{2}^{3}}\right] y } & =0  \tag{2.116}\\
\left(\frac{1-\mu}{r_{1}^{3}}+\frac{\mu}{r_{2}^{3}}\right) z & =0 . \tag{2.117}
\end{align*}
$$



Figure 2.19: Red dots represent masses while the green dots represent equilibrium points

From Equation (2.117), $z=0$ indicates that the motion of the bodies is in $x y$ plane. The equilibrium points of $m_{3}$ are shown with green dots by choosing the value of $\mu=0.0350$ in the Figure 2.19.


Figure 2.20: The permissible regions of motion of $m_{3}$ (white regions) and prohibited regions (shaded) when, (i) $C=-1.68$, (ii) $C=-1.67$

## Regions of Possible Motion of the Restricted Body in the

## Sun-Earth System

The regions of possible motion of $m_{3}$, called the permissible regions, are given in white in the Figures $2.20-2.23$. The boundaries between the permissible and prohibited regions (shaded) are given by setting the $v^{2}=0$ in Equation (2.114) for the Sun-Earth system. Secondary body, $m_{3}$ cannot cross these boundaries while moving inside the permissible region. Smaller $C$ values suggest that the $m_{3}$ is distant from the centre of mass, while larger $C$ values indicate that the $m_{3}$ is near one of the primaries. It has been observed that by increasing the value of the Jacobian constant, the permissible region increases (see Figures 2.20-2.23 ).


Figure 2.21: The permissible regions of motion of $m_{3}$ (white) and prohibited regions (shaded) when, (i) $C=-1.65$, (ii) $C=-1.62$


Figure 2.22: The permissible regions of motion of $m_{3}$ (white) and prohibited regions (shaded) when, (i) $C=-1.54$, (ii) $C=-1.52$


Figure 2.23: The permissible regions of motion of $m_{3}$ (white) and prohibited regions (shaded) when, (i) $C=-1.51$, (ii) $C=-1.49$

## Stability of Equilibrium Solutions of the Sun-Earth System

The stability analysis of equilibrium solutions/Lagrange points is performed by applying the eigenvalue test to each Lagrange point by following the procedure as mentioned in the Section 2.1.17, the results are gathered in the Table 2.2:

TABLE 2.2: Equilibrium points and stability analysis for $C R 3 B P$

| Equilibrium Point | Eigenvalues | stability |
| :--- | :--- | :--- |
| $L_{1}=(+0.836892919,0)$ | $\pm 5.87637, \pm-4.29283 i$ | unstable |
| $L_{2}=(+1.155699520,0)$ | $\pm 3.08895, \pm-2.43375 i$ | unstable |
| $L_{3}=(-1.005064520,0)$ | $\pm 0.319644, \pm 0.870371 i$ | unstable |
| $L_{4}=(+0.487844901,+0.866025404)$ | $\pm 0.59297 i, \pm 0.805225 i$ | stable |
| $L_{5}=(+0.487844901,-0.866025404)$ | $\pm 0.59297 i, \pm 0.805225 i$ | stable |

### 2.2.3 The Restricted Three-Body Problem Equilibrium Solutions and their Stability

The restricted three-body problem has solutions that follow a consistent pattern, and these are called Lagrange points. For instance, if there are two heavenly bodies already in orbit around their common barycenter, there are five different locations in space where a third body with a comparably small mass may be placed in order to keep its position in relation to the two massive ones. This occurs due to the fact that the combined gravitational pulls of the two huge bodies produce the precise centripetal force that is necessary to maintain the circular motion that matches their orbital motion.

Alternately, when viewed in a rotating reference frame that is in synchronize with the angular velocity of the two bodies that are co-orbiting, the combined gravitational fields of the two massive bodies at the Lagrange points to balance the centrifugal pseudo-force, which allows the smaller third body to remain stationary (with respect to the first two bodies) in this frame.

Leonhard Euler made the discovery of the three collinear Lagrange points around the year 1750, a decade before Joseph-Louis Lagrange made the discovery of the remaining two. These points are denoted by the letters $L_{1}, L_{2}, L_{3}, L_{4}$ and $L_{5}$.

Lagrange wrote an "Essay on the Three-Body Problem" that came out in 1772. In the first chapter, he thought about the three-body problem in general. From this, in the second chapter, he showed that there are two special constant-pattern solutions with circular orbits for any three masses: the collinear and the equilateral.

Lagrange points may be stable or unstable. For a stable Lagrange point, the object at the stable equilibrium will frequently move itself back where it started if pushed out of position and oscillate about the equilibrium point in small orbits called halo orbits. The objects in these halo orbits need a very less amount of energy to stay around the equilibrium point. An object in an unstable equilibrium point is the same as an object on a hill: the slightest disturbance will shift its position and it will not return to the unstable equilibrium point by itself.

The $L_{1,2,3}$ are collinear, unstable equilibrium points and are positioned on the connecting line of the large bodies, while points $L_{4,5}$ are stable equilibrium points. The points $L_{4}$ and $L_{5}$ make an equilateral triangle of length equal to 1 AU (AU stands for Astronomical Unit, and 1 AU equals 150 million kilometers, which represents the mean distance to Earth from the Sun.) with the $C_{S}$ (the center of Sun) and the $C_{E}$ (the center of Earth) which can be seen in Figure (2.24).These five Lagrange points can be found in the case of any planet and the Sun but we will only discuss here the Lagrange points of the Earth-Sun System. Some of the solar system's natural objects at Lagrange points, such as asteroids, meteoroids, and dust, are illustrated here.

- At the $L_{4}$ and $L_{5}$ points between the Sun and Earth, there is dust from other planets and at least two asteroids, $2010 ~ T K_{7}$, and $2020 X L_{5}$ [86-88], the Sun's gravitational pull makes it very hard for these points to stay stable. [89]
- The Neptune trojans are a group of about a dozen known objects that are at the Sun-Neptune $L_{4}$ and $L_{5}$ points. [90]
- Mars has four accepted trojans: 5261 Eureka [91], $1999 U J_{7}$ [92], $1998 V F_{31}$ [93], and $2007 \mathrm{NS}_{2}$ [94].
- In its $L_{4}$ and $L_{5}$ points, the moon Tethys of Saturn has two smaller moons of Saturn named Telesto and Calypso. Dione, another moon of Saturn, has two Lagrange co-orbitals, Helene at $L_{4}$ and Polydeuces at $L_{5}$. The moons move in all directions around the Lagrange points. Polydeuces is the moon that moves the most, up to $32^{\circ}$ from the Saturn Dione $L_{5}$ point [95].
- One version of the giant impact theory says that the Moon was made when an object called Theia formed at the $L_{4}$ or $L_{5}$ point between the Sun and the Earth and then crashed into Earth when its orbit became unstable [96].


Figure 2.24: The five Lagrange points, $L_{1}, L_{2}, L_{3}, L_{4}, L_{5}$ and there corresponding distances are given in Kilometers.

### 2.2.4 Different Space Missions sent to the Lagrange Points of Sun-Earth System

Since the discovery of the Lagrange points, scientists have continued their endeavour to seek the knowledge and benefits of these places in space. In this regard, the following is the detail of some space missions sent to the Sun-Earth Lagrange points:

## Lagrange Point: $L_{1}$

The Lagrange point $L_{1}$ lies inside the Earth and the Sun, about $1 \%$ (1.5 million $\mathrm{Km})$ of distance to Earth from the Sun. The objects that are closer to Sun have smaller orbit than the farther objects so they move faster than the farther objects. $L_{1}$ is an unstable equilibrium point, but at this point the gravitational pull of the Earth reduces the gravitational attraction of the Sun, requiring less energy to maintain its orbit around $L_{1}$. According to the European Space Agency the solar wind, the continuous stream of the solar particles, passes $L_{1}$ approximately an hour before it reaches Earth, making it an ideal location from which the Sun can be observed. $L_{1}$ is also very important for a clear and lucid view of our planet Earth.

The present space missions as per the National Aeronautics and Space Administration (NASA) at $L_{1}$ are the Solar and Heliosphere Observatory (SOHO), launched in $2^{\text {nd }}$ December, 1995, its a combined mission of both European Space Agency (ESA) and NASA. In addition to keeping an eye on how space weather affects our world, SOHO is essential for predicting solar storms that might be deadly; the NASA's Advanced Composition Explorer (ACE) gathers and examines particles from solar, interplanetary, interstellar, and cosmological origins. This data helps us understand the Sun, its interaction with Earth, as well as the Solar System's evolution; ACE was launched in August 25, 1997 by NASA.

NASA's Wind, a spin-stabilized spacecraft that was launched on November $1^{\text {st }}$, 1994, is now in a halo orbit around the Sun-Earth $L_{1}$ Lagrange point. As the solar wind reaches the magnetosphere of Earth and becomes close enough to interfere, the satellite keeps watch on it.

Deep Space Climate Observatory (DSCOVR) is an American space weather station that keeps track of variations in the solar wind and issues warnings and predictions for geomagnetic storms that might interfere with GPS, satellites, power grids, telecommunications, and aviation. and was launched on February 11, 2015. Interstellar Mapping and Acceleration Probe (IMAP), a space mission that NASA is planning to launch in 2024 at $L_{1}$, will collect, analyse, and map the
particles that are flowing to Earth from the borders of interstellar space. Additionally, the IMAP will aid scientists improve their understanding of the heliosphere's edge, a magnetic bubble that surrounds and guards our solar system.
$L_{1}$ is the future home of NEO Surveyor, SWFO-L1 and Advanced Telescope for High Energy Astrophysics (ATHENA).

## Lagrange Point: $L_{2}$

The Earth-Sun Lagrange point $L_{2}$ lies outside the Earth, about 1\% (1.5 million $\mathrm{Km})$ of Earth's distance from the Sun. As $L_{2}$ is an unstable equilibrium point so any orbit around it is dynamically unstable, and because of its location, it is an excellent place to explore the space and $L_{2}$ offers a considerably more steady perspective since it is unrestricted and distant from the heat that the Earth emits. The space missions positioned at $L_{2}$ include Gaia, an ESA space project that was launched on December 19, 2013, is now mapping the stars at $L_{2}$, its aim is to construct a 3D map of the Milky Way galaxy that will show how the galaxy formed, evolved, and is composed; Spektr-RG was launched On July 13, 2019, the Aerospace Center of Germany ("Deutsches Zentrum fr Luft- und Raumfahrt; DLR") and the Russian space agency Roscosmos collaborated on the Spektrum-Rntgen-Gamma mission, commonly known as Spektr-RG. According to Roscosmos, the spacecraft is likely to find thousands of; galaxy clusters, super-massive black holes, star-forming galaxies, plasma, and a variety of other phenomena.

James Webb Space Telescope (JWST) is a joint mission of NASA, ESA and Space Agency of Canada ("CSA") which began its journey on the $25^{\text {th }}$ of December, 2021. JWST is expected to explore the whole history of the solar system, starting with the first sparks of light after the big bang to the creation of solar systems able to sustain life on Planets like Earth. $L_{2}$ is the future home of Euclid, WFIRST, LiteBIRD.

## Lagrange Point: $L_{3}$

$L_{3}$ is located opposite Earth, behind the Sun, slightly outside of our planet's orbit. The Earth cannot see anything in $L_{3}$, but it gives the opportunity to view the Sun's
far side, and it is also an unstable equilibrium point. This position doesn't contain any known objects.

## Lagrange Points: $L_{4} \& L_{5}$

$L_{4} \& L_{5}$ are both stable equilibrium points that lie about 1 AU from Earth as well as from Sun that is any object would remain stationary from the Earth's perspective because of the combined gravitational forces of the Earth and the Sun. Figure (2.24) shows an equilateral triangle formed by $L_{4} \& L_{5}$ and both are at $60^{\circ}$ from $C_{S} \& C_{E}$ ). According to EAS dust and asteroids tend to accumulate in $L_{4} \& L_{5}$ regions. The asteroids at $L_{4} \& L_{5}$ of the Jupiter-Sun system were initially discovered and named Trojans by the Greeks.

### 2.2.5 Central Configuration

The special arrangement of celestial objects is known as central configuration; the objects may vary in distance from each other during this configuration, but the special arrangement remains the same; for example, if the special arrangement is a triangular shape, the objects will maintain this shape throughout their motion, regardless of the triangle size. To put it another way, the triangle will only vary in scale, translation, and rotation at any time. Central configuration can lead us to the special homo-graphic solutions and the first homo-graphic solution for $N=3$ bodies was found by Euler [3] in 1767, Lagrange [4] established the existence of the well-known equilateral-triangle central configuration in 1772.

The $N$-bodies are said to be in central configuration if and only if they meet the following mathematical relationship:

$$
\begin{equation*}
-\omega^{2} m_{i}\left(\mathbf{r}_{i}-\mathbf{c}\right)=\sum_{j=0, j \neq i}^{N} m_{i} m_{j} \frac{\mathbf{r}_{j}-\mathbf{r}_{i}}{\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|^{3}}, \tag{2.118}
\end{equation*}
$$

where $\omega$ is angular velocity and

$$
\begin{equation*}
\mathbf{c}=\frac{\sum_{i=1}^{N} m_{i} \mathbf{r}_{i}}{\sum_{i=1}^{N} m_{i}} \tag{2.119}
\end{equation*}
$$

represents the center of mass for the $N$-bodies and the expression $\left(\mathbf{r}_{\mathbf{i}}-\mathbf{c}\right)$ denotes the configuration in relation to the central configuration.

### 2.3 Role of Central Configuration

Central configuration refers to configurations that are constant with reference to translation, rotation, and scaling about a fixed point known as the center of mass (CM). We can discover homo-graphic solutions by considering central configurations that are constant in rotation and scaling. Objects can orbit in elliptic or circular orbits at about the center of mass; for example, particles move in a circle around Saturn, producing a ring (see Figure 2.25).


Figure 2.25: The rings of Saturn.

Saari [97] demonstrated this configuration by symmetrically putting equal masses on a circle, the configuration of this type can also be seen around Neptune and Uranus. Yan-ning and Yi-sui [98] investigated the homographic solutions for the $N$ body problem in the context of general attraction; they established the existence of homographic solutions and demonstrated that if the homographic solutions are not planar, they are homothetic.

The central configuration also allows us to get homothetic solutions, in which, given some initial conditions, point masses with some CC translate and dilate down a line towards the center of mass, and the configuration collapses to a collision
singularity. In homothetic solutions, the bodies remain in the CC throughout their motion prior to the collision. For more detail about the role of CC and special properties see [80, 99-106].

## Chapter 3

## Characterization of Rhomboidal Central Configuration with Five Primary Masses

### 3.1 Introduction

Lots of attention has been paid to the problems regarding central configuration of $N \geq 3$ for the past many years. The central configuration is seen to exist with some special arrangements, and the rhombus is one of such arrangements. This chapter discusses this special arrangement in two different ways and finds the range of mass parameters in which the families of rhombus central configurations can be held. The gravitational field of the model changes but the shape of the configuration remains the same through out the motion.

### 3.2 Rhomboidal Central Configuration

In the general four body problem in plane for which, four point masses are positioned at the vertices of a quadrilateral, so far, particular configurations such as square, rhombus, trapezium, and kite have been discussed. Kulesza et al. [76]
demonstrated the presence of a square central configuration for the $\lambda=1$ semidiagonal ratio, $\kappa=1$ mass ratio, and all masses should be equal to 1.04482 , and the same has been proved by Marchesin [107] by placing a possibly null mass at the center of the configuration. Albouy in 1996 [108] demonstrated that there are three types of symmetric central configurations for the four body problem: square CC, equilateral triangular CC with the forth mass placed at the center of the triangle, and isosceles triangular configuration with the forth mass positioned anywhere in the triangle. Simo [109] explored for relative equilibrium solutions in the four body problem, that is, the solutions in which the collection of bodies acts like a rigid body and their mutual distances stay constant throughout time, while their motion (planar) is made up of circular orbits around the center of mass.

The rhomboidal four body central configuration is defined as the central configuration in which all of the system's point masses preserve a rhombus geometry. This is the particular case of planer four body problem in which the four point masses are put on a plane at the vertices of a rhombus in this arrangement, and the masses maintain the rhombus shape throughout their two by two motion. The four point masses are supposed to move in circular orbits around a center of mass, with their acceleration vectors always pointing in the same direction, towards the barycentre of the rhomboidal configuration. J. Waldvogel [77] investigated the rhomboidal symmetric four-body problem, which is the planar symmetric fourbody problem with two equal masses $m_{1}=m_{3}$ at locations $\left(x_{1}(t), 0\right)$ and two equal masses $m_{2}=m_{4}$ at positions $\left(0, x_{2}(t)\right)$ at all times $t$. They found that as the equations of motion are simple, this problem is a good to study the regularisation of binary collisions, periodic solutions, chaotic motion, the collision and escape manifolds for four bodies, and resonance effects between the two rectilinear binaries that interact with each other also play an important role.

Marchesin and Claudio Vidal [48] investigated the spatially restricted rhomboidal five-body problem, which entails describing the motion of an infinitesimal mass, $m_{5}$, under the gravitational attraction of four other bodies, known as the primaries, $m_{1}, m_{2}, m_{3}$, and $m_{4}$, which move two by two in coplanar circular periodic orbits around their centre of mass fixed at the coordinate system's origin, they assumed in
the spatially restricted rhomboidal five-body problem model that $m_{1}=m_{2}=m$, $m_{3}=m_{4}=\tilde{m}$, and that the radius of $m_{1}=m_{2}$ circular motion is $a$ and that of $m_{3}=m_{4}$ circular motion is $b$. They have also showed a family of spatial rectilinear restricted rhomboidal five-body problems with a single parameter that starts and ends with the Sitnikov circular five-body problem.

A non-collinear rhomboidal four- and five-body problem with four masses situated at the vertices of an isosceles rhombus and a stationary fifth mass at the system's centre of mass was analysed by Shoaib et al [47]. The central configurations in the rhomboidal four- and five-body problems are given by the formulae for $m$ and $M$ that the authors formed as functions of $x_{1}, x_{2}$, and $m_{0}$. Regions in the $x_{1} x_{2^{-}}$ plane where no central configurations are feasible if we consider all four masses to be positive were discovered in the $m_{0}=0$ case of this five-body problem, i.e. the rhomboidal four-body problem. Similar to this, the areas of the centre configurations were obtained both analytically and numerically in the $m_{0} \neq 0$ case, where numerous examples of the rhomboidal five-body problem are presented.

Marchesin and Claudio Vidal [78] took into account a system of five mass points with masses $m_{1}=m_{2}=m$ and $m_{3}=m_{4}=\widetilde{m}$ that revolve around a single massive body with mass $m_{0}$ at its centre, which is taken to represent the origin of the coordinate system, designated as $r_{0}$. On the one hand, they suppose that the attraction between the bodies is Newtonian in character and that the central body exerts a generalised force on the four mass points that is produced by a potential of the Manev's type, or a potential of the kind $\frac{1}{r}+\frac{\epsilon}{r^{2}}$. The model illustrates a variety of situations, such as when the core body is a spheroid or a radiating source. In the beginning, the authors establish the existence of three distinct relative rhomboidal solutions, each of which has the following (central) configuration: first, the rhombus is a square with equal masses for all primaries; second, the rhombus is not a square with equal masses for all primaries; and third, the rhombus is not a square with different masses for all primaries. The radiation or the oblateness coefficient, $\epsilon$ and $\mathrm{m}=\mu$, which is the common mass of the primaries, are the two parameters presented in the first two cases. It can be shown that in the third case, both m and $\tilde{m}$ dependent on $\epsilon$; thus, that is the
only parameter to take into account. In the other two cases, authors show that the rhomboidal solutions are unstable in the Lyapunov sense, and they calculated the values of the parameters $(\epsilon, \mu)$ that allow the square solution to be spectrally stable.

Marchesin [79] also took into account a planar system of five bodies with masses of $m_{0}, m_{1}, m_{2}$, and $m_{3}$ moving in a plane and correspondingly positioned at $r_{0}, r_{1}, r_{2}, r_{3}$, and $r_{4} . m_{0}$ is placed at the configuration's centre, which is taken to represent the origin of the coordinate system. The four additional bodies, known as the primaries, are always arranged in a rhombus configuration. The author demonstrated the existence of several rhomboidal configurations with a body at their centre under the assumption that all of the bodies had Newtonian-type mutual attraction. One of the semi-diagonals was normalised to equal one, whereas the other semi-diagonal varied over the region $[1, \sqrt{3}]$. The author has shown that the parameter value as well as the central mass have an impact on the masses of the primaries. Additionally, the square configuration case and the situation with no mass at the centre were both analysed by the author. In these specific circumstances, the parameters were $\lambda=1$ and $m_{0}=0$, respectively. The limit case of $\lambda=\sqrt{3}$ corresponds to the degenerate scenario in which the masses of two of the primaries and the mass of the central body disappear, resulting in the configuration of a limited five-body problem with three bodies having null masses.

Three unequal collinear masses were put on the axis of symmetry in the symmetric five-body problem that Shoaib et al. [110] studied, while the other two masses were symmetrically positioned on each side. For the four and five-body problems, regions of potential central configurations are generated analytically and investigated numerically. The Levi-Civita transformations are used to regularise the equations of motion, and the Poincaré surface of sections is used to analyse the phase space for chaotic and periodic orbits. By placing two pairs of masses at a vertices of rhombus and the fifth mass any place on the axis of symmetry other than the origin, they demonstrated that no center configurations were possible. For all other circumstances, such as isosceles and equilateral triangular five-body problems, rhomboidal four and five-body problems, regions of central
configurations were obtained using analytical methods. For more recent work on the rhomboidal central configuration see [60, 111-113].

### 3.2.1 Central Configuration for Five Masses: when the three masses along the horizontal axis, $m_{0}, m_{1}, m_{2}$, and the two remaining masses along the vertical axis $m_{3}$ and $m_{4}$ are equal.

In the rhomboidal five-body central configuration, four point masses are placed at the vertices of the rhombus, while a fifth point mass is placed in the middle of the rhombus. The five point masses preserve rhombus geometry throughout their motion. In this section, we prove the existence and uniqueness of central configuration of a rhomboidal 5 -body problem for positive masses when $m_{0}, m_{1}$, and $m_{2}$ along the horizontal axis, are equal. The mass ratio is written as a function of ' $a$ ' and ' $b$ ' which can be used to find regions of central configuration for the rhomboidal 5-body problem.


Figure 3.1: The rhomboidal central configuration of five bodies, when $m_{0}=$ $m_{1}=m_{2}$ and $m_{3}=m_{4}$.

The locations of the point masses on the vertices of a rhombus are shown in the Figure 3.1, $m_{1}$ and $m_{2}$ lie along the $x$-axis and are symmetric along the y -axis, whereas $m_{3}$ and $m_{4}$ lie along the $y$-axis and are symmetric along the $x$-axis. The mass $m_{0}$ lies on the point of intersection of the two diagonals of the rhombus. The masses $m_{0}, m_{1}$, and $m_{2}$ are assumed to be identical, whereas the masses $m_{3}$ and $m_{4}$ are assumed to be different than the other three masses but are identical to each other. Therefore the primaries along the horizontal axis, including $m_{0}$ have the same mass, i.e., $m$, while the primaries along the vertical axis have the same mass, i.e., $\widetilde{m}$.

The classical equation of motion for the $N$-body problem has the form

$$
\begin{equation*}
m_{i} \ddot{\mathbf{r}}_{i}=G \sum_{j=0, j \neq i}^{N} m_{i} m_{j} \frac{\mathbf{r}_{j}-\mathbf{r}_{i}}{\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|^{3}}, \tag{3.1}
\end{equation*}
$$

where the natural units are chosen so that the gravitational constant is equal to one. A central configuration is a particular configuration of the $N$ bodies where the acceleration vector of each body is proportional to its position vector, and the constant of proportionality is the same for the $N$-bodies. Therefore, a CC is a configuration that satisfies the Equation (2.118).

We take the position vector (see Figure 3.1) of the five primaries $m_{j}$, where $j=$ $0,1, \ldots, 4$ as

$$
\begin{equation*}
\mathbf{r}_{0}=(0,0), \quad \mathbf{r}_{1}=(a, 0), \quad \mathbf{r}_{2}=(-a, 0), \quad \mathbf{r}_{3}=(0, b), \mathbf{r}_{4}=(0,-b) \tag{3.2}
\end{equation*}
$$

Using the Equation (3.2) into Equation (2.118), the equation for $m_{0}$ is identically zero and the CC equations for $m_{1}, m_{2}, m_{3}$ and $m_{4}$ respectively, are

$$
\begin{align*}
-\omega^{2}(a, 0) & =\frac{m_{0}(-a, 0)}{a^{3}}+\frac{m_{2}(-2 a, 0)}{8 a^{3}}+\frac{m_{3}(-a, b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m_{4}(-a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}  \tag{3.3}\\
-\omega^{2}(-a, 0) & =\quad \frac{m_{0}(a, 0)}{a^{3}}+\frac{m_{1}(2 a, 0)}{8 a^{3}}+\frac{m_{3}(a, b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m_{4}(a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}} \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
-\omega^{2}(0, b) & =\frac{m_{0}(0,-b)}{b^{3}}+\frac{m_{1}(a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m_{2}(-a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m_{4}(0,-2 b)}{8 b^{3}}  \tag{3.5}\\
-\omega^{2}(0,-b) & =\frac{m_{0}(0, b)}{b^{3}}+\frac{m_{1}(a, b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m_{2}(-a, b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m_{3}(0,2 b)}{8 b^{3}} \tag{3.6}
\end{align*}
$$

where $m_{1}=m_{2}=m_{0}=m$ and $m_{3}=m_{4}=\tilde{m}$.

$$
\begin{align*}
& -\omega^{2}(a, 0)=\frac{m(-a, 0)}{a^{3}}+\frac{m(-2 a, 0)}{8 a^{3}}+\frac{\tilde{m}(-a, b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{\tilde{m}(-a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}},  \tag{3.7}\\
& -\omega^{2}(0, b)=\frac{m(0,-b)}{b^{3}}+\frac{m(a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m(-a,-b)}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{\tilde{m}(0,-2 b)}{8 b^{3}}, \tag{3.8}
\end{align*}
$$

Because of the symmetry of the problem the Equation (3.3) is identical to Equation (3.4) and Equation (3.5) is identical to Equation (3.6). Writing Equation (3.7) and (3.8) in components form, we get

$$
\begin{align*}
\omega^{2} & =\frac{5 m}{4 a^{3}}+\frac{2 \tilde{m}}{\left(a^{2}+b^{2}\right)^{3 / 2}},  \tag{3.9}\\
\omega^{2} & =m\left(\frac{1}{b^{3}}+\frac{2}{\left(a^{2}+b^{2}\right)^{3 / 2}}\right)+\frac{\tilde{m}}{4 b^{3}} . \tag{3.10}
\end{align*}
$$

We have extended the astrophysical model given in [76] by keeping the mass $m_{0}$ at the center. The results of the model given in [76] can be reproduced by taking $m_{0}=0$, in our model. Without loss of generality we take $\omega=1$ and solve Equations (3.9) and (3.10) simultaneously for $m(a, b)$ and $\widetilde{m}(a, b)$

$$
\left.\begin{array}{l}
m(a, b)=\frac{N_{m}(a, b)}{D_{m}(a, b)}, \\
\widetilde{m}(a, b)=\frac{N_{\widetilde{\widetilde{ }}}(a, b)}{D_{m}(a, b)}, \tag{3.11}
\end{array}\right\}
$$

where

$$
\begin{gather*}
N_{m}(a, b)=4 a^{3}\left(a^{2}+b^{2}\right)^{2}\left(\left(a^{2}+b^{2}\right)^{3 / 2}-8 b^{3}\right),  \tag{3.12}\\
N_{\widetilde{m}}(a, b)=4\left(a^{2}+b^{2}\right)^{3 / 2}\left(-4 a^{7}-8 a^{5} b^{2}+5 a^{4} b^{3}-4 a^{3} b^{4}+10 a^{2} b^{5}\right. \\
\left.-8 a^{3} b^{3} \sqrt{a^{2}+b^{2}}+5 b^{7}\right), \tag{3.13}
\end{gather*}
$$

and

$$
\begin{align*}
D_{m}(a, b)= & -32 a^{7}-64 a^{5} b^{2}-32 a^{3} b^{4}+\left(5 a^{6}+15 a^{4} b^{2}-64 a^{3} b^{3}\right.  \tag{3.14}\\
& \left.+15 a^{2} b^{4}+5 b^{6}\right)\left(\sqrt{a^{2}+b^{2}}\right) .
\end{align*}
$$

Taking $\tau=\frac{\tilde{m}}{m}$, and using Equations (3.12) to (3.14) in Equation (3.11) one can easily transform $\tau$ as

$$
\begin{equation*}
\tau(a, b)=\frac{\left(4-\frac{5 b^{3}}{a^{3}}\right)\left(1+\frac{b^{2}}{a^{2}}\right)^{3 / 2}+8 \frac{b^{3}}{a^{3}}}{8 \frac{b^{3}}{a^{3}}-\left(1+\frac{b^{2}}{a^{2}}\right)^{3 / 2}} \tag{3.15}
\end{equation*}
$$

Further, let $\mu=\frac{b}{a}$ in Equation (3.15), the following alternate form of Equation (3.15) can be achieved as

$$
\begin{equation*}
\tau(\mu)=\frac{8 \mu^{3}+\left(4-5 \mu^{3}\right)\left(1+\mu^{2}\right)^{3 / 2}}{8 \mu^{3}-\left(1+\mu^{2}\right)^{3 / 2}} . \tag{3.16}
\end{equation*}
$$

Lemma 3.1. The function $\tau(\mu)$ given by (3.16) is continuous, and strictly decreasing positive function in the interval $(1 / \sqrt{3}, 1.1394282249562009), \lim _{\mu \rightarrow 1 / \sqrt{3}} \tau(\mu)=$ $\infty$ and $\quad \tau(1.1394282249562009)=0$.

Proof. The continuity of $\tau(\mu)$ can be easily checked, and from Equation (3.16), after putting the denominator equal to zero and solving the resultant equation by Newton's method, we get $\mu=1 / \sqrt{3}$, therefore $\lim _{\mu \rightarrow 1 / \sqrt{3}} \tau(\mu)=\infty$. Then,
by putting the numerator of the Equation (3.16) equal to zero and solving the resulting equation again by Newton's method, we get $\mu=1.1394282249562009$, so, $\tau(1.1394282249562009)=0$. It means the value of $\tau(\mu)$ which is the mass ratio will remain positive i.e., $(\tau \in[0, \infty))$ as the ratio of the distance parameters varies between $(1 / \sqrt{3}, 1.1394282249562009]$.

Now we need to prove that the function is decreasing and positive for the given interval. Taking the derivative of $\tau(\mu)$

$$
\begin{equation*}
\tau^{\prime}(\mu)=5 \kappa^{\prime}(\mu) \tag{3.17}
\end{equation*}
$$



Figure 3.2: The plot for $\tau$ and $\mu$.

$$
\begin{equation*}
\kappa^{\prime}(\mu)=\frac{15 \mu^{2} \sqrt{\mu^{2}+1}\left(\left(\mu^{2}+1\right)^{5 / 2}-8\left(\mu^{5}+1\right)\right)}{\left(\left(\mu^{2}+1\right)^{3 / 2}-8 \mu^{3}\right)^{2}} \tag{3.18}
\end{equation*}
$$

$\tau^{\prime}(\mu)$ is a constant multiple of $\kappa^{\prime}(\lambda)$ given in [76] by Kulesza et. al. Proof will therefore be similar and can be seen in reference [76].

Here, we present some particular cases for different values of $\tau$ and $\mu$. We show these different shapes of rhombus for different values of $\tau$ and $\mu$ in 3.3-3.6

- If $\mu=1$, then $\tau=1$ from Equation (3.16), we get the shape of true square with $m=\tilde{m}=1$ and $a=b=1$ see Figure 3.3.


Figure 3.3: Shape of true square with $m=\tilde{m}=1$ when $\mu=1$ i.e., $a=b=1$ and $\tau=1$

- If $\mu=1.04232$, then $\tau=0.67$ from Equation (3.16), we get $\tilde{m}=0.67 m$ and $b=1.04232 a$ see Figure 3.4.


Figure 3.4: Shape for the rhombus when $\mu=1.04232$ and $\tau=0.67$

- $\mu=1.00367$, then If $\tau=0.97$ from Equation (3.16), we get $\tilde{m}=0.97 m$ and $b=1.00367 a$ see Figure 3.5.


Figure 3.5: Shape for the rhombus when $\mu=1.00367$ and $\tau=0.97$

- If $\mu=1.05455$, then $\tau=0.58$ from Equation (3.16), we get $\tilde{m}=0.58 m$ and $b=1.05455 a$ see Figure 3.6.


Figure 3.6: Shapes for the rhombus when $\mu=1.05455$ and $\tau=0.58$

There are two cases in which the central configuration degenerate.

- If $\mu=1.1394282249562009$ then $\tau=0$, this implies $\tilde{m}=0$ and $b=$ $1.1394282249562009 a$.
- If $\mu=1 / \sqrt{3}$ then $\tau=\infty$, this implies $m=0$ and $b=(1 / \sqrt{3}) a$.


### 3.2.2 Central Configuration for Five Masses: when the two masses along the horizontal axis, $m_{1}, m_{2}$, and the

 two other masses along the vertical axis, $m_{3}, m_{4}$, are equal, and $m_{0}$ is not equal to any of the other masses.Figure 3.7 shows the rhombus shape that has masses $m_{0}, m_{1}$ and $m_{2}$ on $x$-axis while the masses $m_{3}$ and $m_{4}$ are located at the $y$-axis. It is assumed that the masses $m_{1}$ and $m_{2}$ are equal to $m$, i.e., $m_{1}=m_{2}=m$ while $m_{3}$ and $m_{4}$ are equal to $\widetilde{m}$, i.e., $m_{3}=m_{4}=\widetilde{m}$.


Figure 3.7: The rhomboidal central configuration of five bodies, when $m_{1}=$ $m_{2}=m, m_{3}=m_{4}=\widetilde{m}$ and $m_{0}$ is neither equal to $m$ nor equal to $\widetilde{m}$.

Following the same procedure as given in Section 3.2.1, one can easily get the following CC equations (for $m_{1}=m_{2}=m$ and $m_{3}=m_{4}=\widetilde{m}$.)

$$
\begin{equation*}
\omega^{2}=\frac{m_{0}}{a^{3}}+\frac{2 \tilde{m}}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{m}{4 a^{3}}, \tag{3.19}
\end{equation*}
$$

$$
\begin{equation*}
\omega^{2}=\frac{m_{0}}{b^{3}}+\frac{2 m}{\left(a^{2}+b^{2}\right)^{3 / 2}}+\frac{\tilde{m}}{4 b^{3}} . \tag{3.20}
\end{equation*}
$$

The mass $m_{0}$ is stationery so its equation of motion ends up zero. We take sum of all primaries is equal to unity that is

$$
\begin{equation*}
m_{0}+2(m+\widetilde{m})=1 . \tag{3.21}
\end{equation*}
$$

Taking $\omega=1$ and solving the Equations (3.19 to 3.21) give

$$
\begin{equation*}
m(a, b)=\frac{N_{m}}{D(a, b)}, \tag{3.22}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{m}(a, b)=\frac{N_{\widetilde{m}}}{D(a, b)}, \tag{3.23}
\end{equation*}
$$

$$
D(a, b)=P_{1}-P_{2} .
$$

where

$$
\begin{align*}
& N_{m}=A(a, b)\left(1+7 a^{3}-8 b^{3}\right)-(1-b),  \tag{3.24}\\
& N_{\widetilde{m}}=B(a, b)\left(1-8 a^{3}+7 b^{3}\right)-(1-a), \tag{3.25}
\end{align*}
$$

with

$$
\begin{equation*}
A(a, b)=\frac{\left(a^{2}+b^{2}\right)^{3 / 2}}{8 a^{3}\left(1+b+b^{2}\right)} \tag{3.26}
\end{equation*}
$$

and

$$
\left.\begin{array}{c}
B(a, b)=\frac{\left(a^{2}+b^{2}\right)^{3 / 2}}{8 b^{3}\left(1+a+a^{2}\right)}, \\
P_{1}=15 a^{6}+45 a^{4} b^{2}+64 a^{3} b^{3}+45 a^{2} b^{4}+15 b^{6},  \tag{3.28}\\
P_{2}=\quad 64 \sqrt{a^{2}+b^{2}}\left(a^{5}+a^{3} b^{2}+a^{2} b^{3}+b^{5}\right) .
\end{array}\right\}
$$

Lemma 3.2. For any $a>0$ and $b>0, D(a, b)$ is always negative.

Proof. Let us define

$$
\begin{gathered}
P(\alpha)=\frac{P_{1}(\alpha)}{P_{2}(\alpha)}=\frac{15+45 \alpha^{2}+64 \alpha^{3}+45 \alpha^{4}+15 \alpha^{6}}{64 \sqrt{1+\alpha^{2}}\left(1+\alpha^{2}+\alpha^{3}+\alpha^{5}\right)}, \quad \alpha=\frac{b}{a}, \\
\frac{d P(\alpha)}{d \alpha}=\frac{2(\alpha-1)\left(15 \alpha^{6}+64 \alpha^{5}+109 \alpha^{4}+64 \alpha^{3}+109 \alpha^{2}+64 \alpha+15\right)}{64\left(\alpha^{2}+1\right)^{5 / 2}\left(\alpha^{3}+1\right)^{2}} .
\end{gathered}
$$

To prove $D(a, b)<0$ we need to prove $P(\alpha)<1$. For this differentiating $P(\alpha)$ with respect to $\alpha$ and finding the critical points of $P(\alpha)$ in $(0, \infty)$. There is only one critical point of $P(\alpha)$ (i.e., $\alpha=1)$ in $(0, \infty)$ and $P(1)=\frac{23}{32 \sqrt{2}}$. One can easily see that $P(\alpha)$ is monotonically increasing function because $\frac{d P(\alpha)}{d \alpha}<0$ in $(0,1)$ and $P(\alpha)$ is monotonically decreasing function because $\frac{d P(\alpha)}{d \alpha}>0$ in $(1, \infty)$ (see Figure 3.8). When $\alpha \rightarrow 0$ or $\infty$, then $P(\alpha) \rightarrow \frac{15}{64}$. So $P(\alpha)<1$ for $\alpha \in(0, \infty)$ and hence $D(a, b)<0$ for $a>0$ and $b>0$.


Figure 3.8: Graph of $P(\alpha)$ (Blue) and $P(\alpha)=\frac{15}{64}$ (Orange)

To prove $m(a, b)$ and $\widetilde{m}(a, b)$ positive we need to prove $N_{m}$ and $N_{\widetilde{m}}$ must be negative for $a>0$ and $b>0$. Because $N_{m}$ and $N_{\widetilde{m}}$ are non-linear algebraic functions of $a$ and $b$, so it is difficult to solve these inequalities. For this we draw the region
(shaded region of Figure 3.9) where both $N_{m}$ and $N_{\widetilde{m}}$ are negative. From the graph we can easily find the approximate bounds for $a>0$ and $b>0$ where $N_{m}$ and $N_{\widetilde{m}}$ are negative.


Figure 3.9: $N_{m}$ and $N_{\widetilde{m}}$ both are negative (Shaded Region)

Using Equation (3.21) to Equation (3.23) one can easily see that $m(a, b)=\tilde{m}(b, a)$ and $0<m(a, b)<0.5,0<m(\tilde{a}, b)<0.5$ and $m_{0}(a, b)>0$ for $0.5<a<1$ and $0.5<b<1$. In Figure 3.10 we show the region of central configuration for which $m, \tilde{m}, m_{0}>0$ are positive.

Because Figure 3.10 is symmetric about the line $b=a$, we divide here Figure 3.10 into two parts upper region $\left(R_{u}\right)$ and lower region $\left(L_{u}\right)$. Here we discuss only the central configuration for the region of $R_{u}$. The upper CC region is approximately surrounded by the following three interpolating polynomials as

$$
\begin{equation*}
f_{1}=a, \tag{3.29}
\end{equation*}
$$

$$
\begin{align*}
f_{2}= & -220.187 a^{7}+1310.43 a^{6}-3257.57 a^{5}+4399.05 a^{4}-3494.37 a^{3} \\
& +1637.89 a^{2}-421.05 a+46.8139  \tag{3.30}\\
f_{3}= & 259.785 a^{6}-1127.86 a^{5}+2021.17 a^{4}-1914.65 a^{3} \\
& +1013.31 a^{2}-284.941 a+34.1992 . \tag{3.31}
\end{align*}
$$


(ii)

Figure 3.10: (i): Central configuration region (shaded); (ii) Upper central configuration is surrounded by three interpolating curves (Hue color)

The Figures in 3.11 (i-iv) show the changes of masses $m_{0}, m$, and $\tilde{m}$ with variations of parameter $b$. We can clearly see as $b$ varies in $(0.5,1)$ the central mass $m_{0}$ is increasing and other masses are becoming zeros.

(i)

Figure 3.11: Variations of primary masses $m_{0}$ (green), $\widetilde{m}$ (orange) and $m$ (blue) for $b=0.55$

(ii)

Figure 3.11: Variations of primary masses $m_{0}$ (green), $\widetilde{m}$ (orange) and $m$ (blue) for $b=0.62$

(iii)

Figure 3.11: Variations of primary masses $m_{0}$ (green), $\widetilde{m}$ (orange) and $m$ (blue) for $b=0.70$

(iv)

Figure 3.11: Variations of primary masses $m_{0}$ (green), $\widetilde{m}$ (orange) and $m$ (blue) for $b=0.80$

(v)

Figure 3.11: Variations of primary masses $m_{0}$ (green), $\widetilde{m}$ (orange) and $m$ (blue) for $b=0.90$

(vi)

Figure 3.11: Variations of primary masses $m_{0}$ (green), $\widetilde{m}$ (orange) and $m$ (blue) for $b=0.98$

### 3.2.3 Summary

The configuration of rhomboidal CC illustrated that the change in the masses of the primaries led to a change in the overall gravitational field of the configuration. This change in the gravitational field gave different bounds for the mass parameters; two cases have been discussed in this capacity. In the first case, the masses along the horizontal axis are considered to be the same, i.e., $m_{0}=m_{1}=m_{2}=m$ while the masses along the vertical axis are equal, i.e., $m_{3}=m_{4}=\widetilde{m}$.

The equations of motion, after taking $\omega=1$, without the loss of generality show that masses depend on the values of diagonal lengths $a$ and $b$, i.e., by changing the values of $a$ and $b$ the values of masses change, which ultimately changes the configuration. The mass parameter $\mu$ is taken to be the ratio of diagonal lengths of the rhombus, i.e., $\mu=b / a$. The masses only become subjects of parameter $b$ when we take $a=1$, and it is found that for the interval $(1 / \sqrt{3}, 1.1394282249562009)$ there exist families of CC; the CC degenerates when $b=1 / \sqrt{3}$ or $b=1.1394282249562009$; there arises a special square configuration when $a=b=1$.

In the second case, the masses $m_{1}$ and $m_{2}$ along the horizontal axis are assumed to be the same and taken equal to $m$, while the masses $m_{3}$ and $m_{4}$ along the vertical axis are assumed to be the same and taken equal to $\widetilde{m}$. The mass $m_{0}$, at the intersection of two diagonals of a rhombus (which is also the origin of the coordinate system), is different from all the other four primaries. This change in the masses of the primaries gave rise to new bound for both $a$ and $b$, i.e., both vary in the interval $(0.5,1)$ and families of CCs exist in this interval.

## Chapter 4

## The Sixth-Body Motion and its Lagrange Points

### 4.1 Introduction

In this chapter, we discuss the motion of a test particle with a very tiny ignorable mass as compared to the five primaries that move under the gravitational field of the primaries. The test particle cannot impact the gravitational field of primaries but is influenced by their gravitational field. The objective here is to identify the areas for the probable motion of the test mass in the gravitational field of the primaries, as well as the Lagrange points of the test mass in the central configuration of the five primaries.

### 4.2 Equation of Motion of Sixth-Body

In this section we describe the motion of the infinitesimal sixth-body, $m_{5}$, under the gravitational field created by the attraction of the five primaries moving in a planar rhomboidal configuration, as we did in Chapter 3. We assume that the sixth body has a significantly smaller mass compared to the masses of the primary $\left(m_{5} \ll m_{0}, m_{1}, m_{2}, m_{3}, m_{4}\right)$. On this basis, the sixth body acts as an infinitesimal
test particle and therefore it does not influence the motion of the five primaries. In the RR6BP, the equations of motion of $m_{5}$, obtained from Equation (2.3) is

$$
\begin{align*}
\ddot{\mathbf{r}}_{5}= & -m_{0} \frac{\mathbf{r}_{5}-\mathbf{r}_{0}}{\left|\mathbf{r}_{5}-\mathbf{r}_{0}\right|^{3}}-m_{1} \frac{\mathbf{r}_{5}-\mathbf{r}_{1}}{\left|\mathbf{r}_{5}-\mathbf{r}_{1}\right|^{3}}-m_{2} \frac{\mathbf{r}_{5}-\mathbf{r}_{2}}{\left|\mathbf{r}_{5}-\mathbf{r}_{2}\right|^{3}}-m_{3} \frac{\mathbf{r}_{5}-\mathbf{r}_{3}}{\left|\mathbf{r}_{5}-\mathbf{r}_{3}\right|^{3}} \\
& -m_{4} \frac{\mathbf{r}_{5}-\mathbf{r}_{4}}{\left|\mathbf{r}_{5}-\mathbf{r}_{4}\right|^{3}}, \tag{4.1}
\end{align*}
$$

where dot represents the derivative with respect to time. We now set up the equation of motion in co-rotating coordinates for $m_{5}$ with respect to the two different cases discussed in Chapter 3.

### 4.2.1 Case-I: $m_{0}=m_{1}=m_{2}=m, m_{3}=m_{4}=\widetilde{m}$

This section discusses the motion of $m_{5}$ in the gravitational field set up by the masses in the central configuration of Case-I of Chapter 3. The masses $m_{0}, m_{1}$, $m_{2}$ are assumed to be equal to $m$ on the horizontal axis, while the masses $m_{3}$ and $m_{4}$ on the vertical axis are assumed to be equal to $\widetilde{m}$. From here onward in this section, without loss of generality, we take the value of $a=1$. The equations of motion of $m_{5}$ in the co-rotating coordinates $x$ and $y$ are

$$
\begin{align*}
& \ddot{x}-2 \dot{y}=U_{x}, \\
& \ddot{y}+2 \dot{x}=U_{y}, \tag{4.2}
\end{align*}
$$

where

$$
\begin{equation*}
U(x, y)=\frac{\left(x^{2}+y^{2}\right)}{2}+m\left(\frac{1}{r_{50}}+\frac{1}{r_{51}}+\frac{1}{r_{52}}\right)+\widetilde{m}\left(\frac{1}{r_{53}}+\frac{1}{r_{54}}\right) \tag{4.3}
\end{equation*}
$$

is the effective potential. The mutual distances of $m_{5}$ from the primaries in co-rotating frame are

$$
\left.\begin{array}{l}
r_{50}=\sqrt{x^{2}+y^{2}}  \tag{4.4}\\
r_{52}=\sqrt{(x+1)^{2}+y^{2}} \quad, \quad r_{51}=\sqrt{(x-1)^{2}+y^{2}}, \\
r_{54}=\sqrt{x^{2}+(y+b)^{2}} .
\end{array}\right\}
$$

The Jacobian constant is given by [9]

$$
\begin{equation*}
C+U=\frac{1}{2}\left(\dot{x^{2}}+\dot{y^{2}}\right)=v^{2} \tag{4.5}
\end{equation*}
$$

For a given value of the Jacobi constant, $v^{2}$ is only a function of position in the rotating frame. Since $v^{2}$ cannot be negative, it must be true that

$$
\begin{equation*}
C+U \geq 0 \tag{4.6}
\end{equation*}
$$

The boundaries between forbidden and allowed regions of motion are found by setting $v^{2}=0$, i.e.,

$$
\begin{equation*}
C+U=0 . \tag{4.7}
\end{equation*}
$$

It is now trivial to show that $C(x, y)$ is the first integral of motion of system (4.2) by proving that $\dot{C}(x, y)=0$.

### 4.2.1.1 The Hill Regions

The region of permitted motion is also known as the Hill region and the curves found by Equation (4.6) for various values of $C$ are known as the zero velocity curves.


Figure 4.1: The effective potential (i) $b=0.67 ; m=0.0778, \tilde{m}=$ 0.7879 . (ii) $b=0.97 ; m=0.4588, \tilde{m}=0.5766$.

The zero velocity curves when $b=0.67, m=0.07717, \tilde{m}=0.7879$ and when $b=0.97, m=0.4588, \tilde{m}=0.5766$ are given in Figure 4.2 and the corresponding Hill regions are given in Figure 4.1.


Figure 4.2: The evolution of zero velocity curves.(i) $b=0.67 ; \quad m=$ $0.07717, \tilde{m}=0.7879$. (ii) $b=0.97 ; m=0.4588, \tilde{m}=0.5766$.

We also give region of possible motion of $m_{5}$ for six different values of Jacobi constants $C$ in Figures 4.3 to 4.5 for mass parameters $b=0.67,0.97,1.13$.


Figure 4.3: The regions of motion of $m_{5}$ (white region) when $b=0.67$, (i) $C=-3.2$ and (ii) $C=-3.157$.

The shaded regions represent the forbidden regions of motion for the infinitesimal mass $m_{5}$. It is numerically confirmed that the permitted regions are completely disconnected for $C \geq-2.20,-2.85,-2.56$ as Figures 4.3 to 4.5 for the above values of $b$.


Figure 4.3: The regions of motion of $m_{5}$ (white region) when $b=0.67$, (iii) $C=-2.574$ and (iv) $C=-2.2832$.


Figure 4.3: The regions of motion of $m_{5}$ (white region) when $b=0.67$, (v) $C=-2.269$ and (vi) $C=-2.2$.

For the increasing values of $C$ the allowed region of motion (white region) become partially connecting at $C=-2.574,-3.328,-3.342$ and completely connected at $C=-3.2,-3.9,-3.5$. It can be seen from Figures 4.3 to 4.5 that the transition of motion from totally disconnected to completely connected occurs in six stages for $b=0.67,0.97,1.13$. For these values of $b, m_{5}$ can freely move in the gravitational field of CC region for $C \geq-2.2,-2.85,-2.56$ and cannot reach any of the primaries for $C \leq-3.2,-3.9,-3.5$.


Figure 4.4: The regions of motion of $m_{5}$ (white region) when $b=0.97$, (i) $C=-3.9$ and (ii) $C=-3.47$.


Figure 4.4: The regions of motion of $m_{5}$ (white region) when $b=0.97$, (iii) $C=-3.328$ and (iv) $C=-3.1868$.


Figure 4.4: The regions of motion of $m_{5}$ (white region) when $b=0.97$, (v) $C=-3.121$ and (vi) $C=-2.85$.


Figure 4.5: The regions of motion of $m_{5}$ (white region) when $b=1.13$,
(i) $C=-3.5$ and (ii) $C=-3.842$.

(iii)

(iv)

Figure 4.5: The regions of motion of $m_{5}$ (white region) when $b=1.13$, (iii) $C=-3.342$ and (iv) $C=-2.655$.


Figure 4.5: The regions of motion of $m_{5}$ (white region) when $b=1.13$, (v) $C=-2.636$ and (vi) $C=-2.56$.

### 4.2.1.2 Equilibrium Solutions

Equilibrium solutions of the RR6BP are the solutions of $U_{x}(x, y)=0$ and $U_{y}(x, y)=$ 0 . The derivative $U_{x}$ and $U_{y}$ of the effective potential, given in Equation (4.3) are found as below

$$
\begin{align*}
U_{x}= & x-\frac{m x}{\left(x^{2}+y^{2}\right)^{3 / 2}}-m\left(\frac{x-a}{\left((x-a)^{2}+y^{2}\right)^{3 / 2}}+\frac{x+1}{\left((x+1)^{2}+y^{2}\right)^{3 / 2}}\right) \\
& -\widetilde{m} x\left(\frac{1}{\left((y-b)^{2}+x^{2}\right)^{3 / 2}}+\frac{1}{\left((y+b)^{2}+x^{2}\right)^{3 / 2}}\right),  \tag{4.8}\\
U_{y}= & y-\frac{m y}{\left(x^{2}+y^{2}\right)^{3 / 2}}-m y\left(\frac{1}{\left((x-1)^{2}+y^{2}\right)^{3 / 2}}+\frac{1}{\left((x+1)^{2}+y^{2}\right)^{3 / 2}}\right) \\
& -\tilde{m}\left(\frac{y-b}{\left((y-b)^{2}+x^{2}\right)^{3 / 2}}+\frac{b+y}{\left((y+b)^{2}+x^{2}\right)^{3 / 2}}\right) . \tag{4.9}
\end{align*}
$$

### 4.2.1.3 Equilibrium Solutions on the Coordinates Axes

Since the potential given in Equation (4.3) is invariant under the symmetry, $(x,-y),(-x, y)$ and $(-x,-y)$ we will restrict our computation to the first quadrant: $x \geq 0$ and $y \geq 0$. Initially we study the existence and number of equilibrium
solutions on the axes and then off the coordinate axes.

To study the equilibrium solutions on the y-axis, let $x=0$, then Equations (4.8) and (4.9) are given as

$$
\left.\begin{array}{rl}
U_{x} & =0,  \tag{4.10}\\
U_{y} & =y-\frac{m y}{\left(y^{2}\right)^{3 / 2}}-\frac{2 m y}{\left(1+y^{2}\right)^{3 / 2}} \\
& -\tilde{m}\left(\frac{y-b}{\left((y-b)^{2}\right)^{3 / 2}}+\frac{b+y}{\left((y+b)^{2}\right)^{3 / 2}}\right)
\end{array}\right\}
$$

To solve $U_{y}=0$, divide $y$ into sub-intervals $0<y<b$ and $y>b$.

## $0<y<b ; 1 / \sqrt{3}<b<1.1394282249562009$

Rewrite the right hand side of Equation (4.9) by taking into account that $y \in(0, b)$

$$
\begin{equation*}
f_{1}(y)=y-\frac{m}{y^{2}}-\frac{2 m y}{\left(1+y^{2}\right)^{3 / 2}}+\tilde{m}\left(\frac{1}{(y-b)^{2}}-\frac{1}{(y+b)^{2}}\right) . \tag{4.11}
\end{equation*}
$$

At $y \approx 0, f_{1}(y)<0$ and $y \approx b, f_{1}(y)>0$ therefore by the mean value theorem there is at least one zero of $f_{1}(y)$ when $y \in(0, b)$. The derivative of $f_{1}(y)$ is given by

$$
\begin{align*}
\frac{d f_{1}(y)}{d y}= & 1+2 m\left(\frac{1}{y^{3}}+\frac{1}{\left(y^{2}+1\right)^{3 / 2}}-\frac{3 y^{2}}{\left(y^{2}+1\right)^{5 / 2}}\right) \\
& +2 \widetilde{m}\left(\frac{1}{(y+b)^{3}}-\frac{1}{(y-b)^{3}}\right) \tag{4.12}
\end{align*}
$$

The only term $\left(-\frac{3 y^{2}}{\left(y^{2}+1\right)^{5 / 2}}\right)$ that can make $\frac{d f_{1}(y)}{d y}$ negative for $y \in(0, b)$ is dominated by the rest of the term in Equation (4.10), therefore $\frac{d f_{1}(y)}{d y}>0$. This proves the existence of unique equilibrium solution inside rhombus on the $y$ axis.
$y>b$

Now consider the case $y>b$. Using Equation (4.10) and rewriting as

$$
\begin{equation*}
f_{2}(y)=y-\frac{m}{y^{2}}-\frac{2 m y}{\left(1+y^{2}\right)^{3 / 2}}-\tilde{m}\left(\frac{1}{(y-b)^{2}}+\frac{1}{(y+b)^{2}}\right) . \tag{4.13}
\end{equation*}
$$

At $y \approx b, f_{2}(y)<0$ and $y \approx \infty, f_{2}(y)>0$, therefore by mean value theorem there is at least one zero of $f_{2}(y)$ when $y \in(b, \infty)$. The derivative of $f_{2}(y)$ is given by

$$
\begin{align*}
\frac{d f_{2}(y)}{d y}= & 1+2 m\left(\frac{1}{y^{3}}+\frac{1}{\left(y^{2}+1\right)^{3 / 2}}-\frac{3 y^{2}}{\left(y^{2}+1\right)^{5 / 2}}\right) \\
& +2 \tilde{m}\left(\frac{1}{(y+b)^{3}}+\frac{1}{(y-b)^{3}}\right) \tag{4.14}
\end{align*}
$$

Following the same procedure as given for $0<y<b$, one can easily prove the uniqueness of equilibrium solution for $y>b$.
We discuss here two special cases of CC for $b \in\left(\frac{1}{\sqrt{3}}, 1.1394282249562009\right)$. When $b=\frac{1}{\sqrt{3}}$, then the masses on the horizontal axis are zero, i.e., $m=0$. In this case we only get the two equilibrium points along y-axis. When $b=1.1394282249562009$, then $\tilde{m}=0$. In this case we get four equilibrium points along x -axis. The positions of the masses and the corresponding equilibrium points for the these two cases are shown in Figure 4.6. The stability of these cases will be discussed in Section 4.2.1.5.

### 4.2.1.4 Equilibrium Solutions Off the Coordinates Axes

It is numerically confirmed that for $b=0.67,0.97,1.13$ there are always a total of 12 equilibrium points. As shown in Figure 4.7 four of the equilibrium points are on the x -axis, four on the y -axis and remaining four of the equilibrium points are off the axes. Since the gravitational field is a function of mass parameters $m(b)$ therefore the equilibrium points change their positions around the primaries for changing values of $b$. It is numerically confirmed that majority of equilibrium points are around the primaries along the horizontal axis if $b$ is around $1 / \sqrt{3}$ as


Figure 4.6: (i) Equilibrium points (red color) along y-axis when $m=0$ (ii) Equilibrium points (red color) along x-axis when $\tilde{m}=0$
the masses on the horizontal axis are dominant (see Figure 4.7 (i)). For $b \geq 1$ the equilibrium points concentrated around the primaries on vertical axis (see Figure 4.7 (ii)).

### 4.2.1.5 Stability Analysis

To study the stability of the equilibrium points obtained in the previous section we will follow the standard linearization procedure by linearizing the equation of motion of infinitesimal mass. Let the location of an equilibrium point in the RR6BP be denoted by $(x, y)$ and consider a small displacement $(X, Y)$ from the point such that $x+X$ and $y+Y$ is the new position of the infinitesimal. Using the Taylor's series expansion in Equations (4.2), gives a new set of second order linear differential equations:

$$
\begin{align*}
& \ddot{X}-2 \dot{Y}=X U_{x x}+Y U_{x y}  \tag{4.15}\\
& \ddot{Y}+2 \dot{X}=X U_{x y}+Y U_{y y} . \tag{4.16}
\end{align*}
$$



Figure 4.7: 12 equilibrium points (red dots) for different values of $b=$ $0.67,0.97,1.13$ respectively and masses are given in black dots.

The matrix form of the linearized equations is

$$
\left(\begin{array}{c}
\dot{X}  \tag{4.17}\\
\dot{Y} \\
\ddot{X} \\
\ddot{Y}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
U_{x x} & U_{x y} & 0 & 2 \\
U_{x y} & U_{y y} & -2 & 0
\end{array}\right)\left(\begin{array}{c}
X \\
Y \\
\dot{X} \\
\dot{Y}
\end{array}\right)
$$

These equations can also be written in the following matrix form

$$
\begin{equation*}
\dot{\Psi}=\mathcal{A} \Psi \tag{4.18}
\end{equation*}
$$

where

$$
\dot{\Psi}=\left(\begin{array}{c}
\dot{X}  \tag{4.19}\\
\dot{Y} \\
\ddot{X} \\
\ddot{Y}
\end{array}\right) \text { and } \mathcal{A}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
U_{x x} & U_{x y} & 0 & 2 \\
U_{x y} & U_{y y} & -2 & 0
\end{array}\right) \text {. }
$$

The characteristic polynomial for $\mathcal{A}$ is

$$
\begin{equation*}
\Lambda^{4}+\alpha \Lambda^{2}+\beta=0 \tag{4.20}
\end{equation*}
$$

where $\alpha=4-U_{x x}-U_{y y}$ and $\beta=U_{x x} U_{y y}-U_{x y}^{2}$. Let $\Lambda^{2}=\lambda$, then Equation (4.20) reduces to

$$
\begin{equation*}
\lambda^{2}+\alpha \lambda+\beta=0 . \tag{4.21}
\end{equation*}
$$

Now in order for a Lagrange point to be linearly stable to a small perturbation, all four roots, $\Lambda$ of Equation (4.20) must be purely imaginary. Thus in turn, implies that the two roots of Equation (4.21) must be real and negative.

$$
\begin{equation*}
\lambda_{ \pm}=\frac{-\alpha \pm \sqrt{\alpha^{2}-4 \beta}}{2} \tag{4.22}
\end{equation*}
$$

For $\lambda_{ \pm}<0$, we must have:

$$
\text { (i) } \alpha>0 \text { and } 0<\beta<\frac{\alpha^{2}}{4} \text {, }
$$

or
(ii) $\alpha>0$ and $\alpha^{2}-4 \beta=0$.

We will numerically identify regions when either condition (i) or condition (ii) is satisfied. Figure 4.8 (left to right) gives the stability region in case (i) and case
(ii) and their projections for $b=0.67, b=1$ and $b=1.13$ are shown in Figures 4.9 and 4.10 respectively.


Figure 4.8: Left to right: Shaded regions represent stability regions for case (i) and (ii) respectively

We have tested a large number of equilibrium points for many values of $b$ and found all of them unstable. In other words the intersection of $U_{x}=0$ and $U_{y}=0$ within $\left\{\alpha>0\right.$ and $\left.0<\beta<\alpha^{2} / 4\right\}$ and $\left\{\alpha>0\right.$ and $\left.\alpha^{2}-4 \beta=0\right\}$ is an empty set. Representative examples are given in Tables 4.1 to 4.3.

TABLE 4.1: Equilibrium points and stability analysis for $b=0.67$

| Equilibrium Point | Eigenvalues | stability |
| :--- | :--- | :--- |
| $L_{1,2}=( \pm 1.342241,0)$ | $\pm 1.660648, \pm 1.525769 i$ | unstable |
| $L_{3,4}=( \pm 0.678932,0)$ | $\pm 1.943106, \pm 1.168505 i$ | unstable |
| $L_{5,6}=(0, \pm 1.472145)$ | $\pm 1.218669, \pm 1.351617 i$ | unstable |
| $L_{7,8}=(0, \pm 0.180864)$ | $\pm 6.347782, \pm 4.5925990 i$ | unstable |
| $L_{9,10,11,12}=( \pm 1.023953, \pm 0.479505)$ | $\mp 0.913372 \pm 0.998959 i$ | unstable |



Figure 4.9: Projection of stability regions for fixed values of the parameter $b=0.67,1,1.13$.

TABLE 4.2: Equilibrium points and stability analysis for $b=0.97$

| Equilibrium Point | Eigenvalues | stability |
| :--- | :--- | :--- |
| $L_{1,2}=( \pm 1.637980,0)$ | $\pm 1.480313, \pm 1.458732 i$ | unstable |
| $L_{3,4}=( \pm 0.509436,0)$ | $\pm 3.583445, \pm 2.544469 i$ | unstable |
| $L_{5,6}=(0, \pm 1.660744)$ | $\pm 1.454216, \pm 1.451670 i$ | unstable |
| $L_{7,8}=(0, \pm 0.464669)$ | $\pm 4.047077, \pm 2.908229 i$ | unstable |
| $L_{9,10,11,12}=( \pm 0.950136, \pm 0.874620)$ | $\mp 0.909938 \pm 0.998607 i$ | unstable |



Figure 4.10: Case (ii): Projection of stability regions for fixed values of the parameter $b=0.67,1,1.13$

TABLE 4.3: Equilibrium points and stability analysis for $b=1.13$

| Equilibrium Point | Eigenvalues | stability |
| :--- | :--- | :--- |
| $L_{1,2}=( \pm 1.751564,0)$ | $\pm 1.5080962, \pm 1.499923 i$ | unstable |
| $L_{3,4}=( \pm 0.495101,0)$ | $\pm 4.863781, \pm 3.594754 i$ | unstable |
| $L_{5,6}=(0, \pm 1.413901)$ | $\pm 1.797668, \pm 1.600502 i$ | unstable |
| $L_{7,8}=(0, \pm 0.874617)$ | $\pm 2.535781, \pm 1.929722 i$ | unstable |
| $L_{9,10,11,12}=( \pm 0.423616, \pm 1.103657)$ | $\mp 0.903618 \pm 0.9990127 i$ | unstable |

### 4.2.2 Case-II: $m_{1}=m_{2}=m, m_{3}=m_{4}=\widetilde{m}$,

$$
m_{0} \neq m \neq \widetilde{m}
$$

In this section the equations of motion of the infinitesimal body, $m_{5}$, are derived using the Equation 4.1. When compared to the masses of the primaries, the sixth body, $m_{5}$, has a significantly smaller mass. i.e., $\left(m_{5} \ll m_{i}\right)$, where $i=0, \ldots, 4$ as in Section 4.2.1, but the gravitation field has changed due to the change in the masses of the primaries. The equations will now be changed due to the change in the effective potential. As a result, the equations of motion of the $m_{5}$ in corotating coordinates $x$ and $y$ [114] are

$$
\left.\begin{array}{l}
\ddot{x}-2 \dot{y}=U_{x},  \tag{4.2}\\
\ddot{y}+2 \dot{x}=U_{y}
\end{array}\right\}
$$

where

$$
\begin{equation*}
U(x, y)=\frac{\left(x^{2}+y^{2}\right)}{2}+\frac{m_{0}}{r_{50}}+m\left(\frac{1}{r_{51}}+\frac{1}{r_{52}}\right)+\widetilde{m}\left(\frac{1}{r_{53}}+\frac{1}{r_{54}}\right) \tag{4.24}
\end{equation*}
$$

is the effective potential, where the mutual distances are

$$
\begin{align*}
& r_{50}=\sqrt{x^{2}+y^{2}}  \tag{4.25}\\
& r_{52}=\sqrt{(x+a)^{2}+y^{2}} \quad, \quad r_{51}=\sqrt{(x-a)^{2}+y^{2}}, \\
& r_{54}=\sqrt{x^{2}+(y+b)^{2}} .
\end{align*}
$$

The effective potential is shown in Figures 4.13 and 4.14 for the four different cases of rhomboidal restricted 6 -body problem. We define the first Jacobian type integral constant by

$$
\begin{equation*}
C=\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}\right)-U . \tag{4.26}
\end{equation*}
$$

By demonstrating that $\dot{C}(x, y)=0$, it is now straight forward to establish that $C(x, y)$ is the first integral of motion of system (4.23). The Equation (4.26) shows
that $C+U \geq 0$. Then $U=-C$ will establish a boundary between both the allowed and forbidden regions and $U=-C$ presents the zero velocity curves for various values of $C$.

### 4.2.2.1 The Spheres of Influence

Spheres of influence or gravitational spheres of influence are areas surrounding celestial objects where other celestial objects experience greatest pull and can become satellites of the huge celestial object relative to its mass; these regions are also known as Hill's regions, after George William Hill. The zero velocity curves (ZVC) are the contours of the Jacobian constant $C$ as mentioned above, and they are available in Figure 4.11 (i) for $a=0.68$ and $b=0.58$, (ii) for $a=0.68$ and $b=0.60$, and in Figure 4.12 (i) for $a=0.78$ and $b=0.67$, (ii) for $a=0.62$ and $b=0.80$.

The Hill's regions are tightly packed circular regions surrounding primaries; Figure 4.11 and 4.12 show that the spheres of influence shrink as the particle mass decreases and vice versa.


Figure 4.11: The evolution of zero velocity curves. (i) $a=0.68$ and $b=0.58$, (ii) $a=0.68$ and $b=0.60$


Figure 4.12: The evolution of zero velocity curves. (i) $a=0.78$ and $b=0.67$, (ii) $a=0.62$ and $b=0.80$

Figures 4.13 (i) $a=0.68$ and $b=0.58$, (ii) $a=0.68$ and $b=0.60$ illustrate the effective potentials, while Figures 4.14 (i) $a=0.78$ and $b=0.67$, (ii) $a=0.62$ and $b=0.80$ where the closely packed circular regions around the potentials of each mass, which resemble chimneys, can be seen clearly.


Figure 4.13: The effective potential.(i) $a=0.68$ and $b=0.58$, (ii) $a=0.68$ and $b=0.60$


Figure 4.14: The effective potential. (i) $a=0.78$ and $b=0.67$, (ii) $a=0.62$ and $b=0.80$

The permissible regions of motion for the infinitesimal mass $m_{5}$ are shown in Figures 4.15-4.26 for each of the four cases for different values of mass parameters $a$ and $b$. Six figures for each of the four cases show the forbidden (shaded) and permissible (white) regions of motion of $m_{5}$ for various values of $C$.

The regions of motion that are permitted have the same behaviour in all four cases, i.e., the permissible region increases as the value of $C$ decreases. It has also been numerically confirmed that the permissible regions of motion are connected and are around the primaries for higher values of $C$, i.e., at $C=-1.66,-1.97,-2.47,-2.59$, and -3.49 . The permissible motion regions are mainly around the four primary and are isolated from one another at $C=-1.78$, and for the above values of $C$ the motion of $m_{5}$ will be bounded around any of the four primaries and will not be able to escape form there normally. The permitted regions become totally detached when $C \leq-1.58$, and the infinitesimal mass $m_{5}$ may freely move in the gravitational field of the primaries.


Figure 4.15: The regions of motion (white region) when $a=0.68$ and $b=$ 0.58 (i) $C=-2.59$ (ii) $C=-2.47$


Figure 4.16: The regions of motion (white region) when $a=0.68$ and $b=$ 0.58 (i) $C=-1.97$ (ii) $C=-1.64$


Figure 4.17: The regions of motion (white region) when $a=0.68$ and $b=$ 0.58 (i) $C=-1.57$ (ii) $C=-1.54$


Figure 4.18: The regions of motion (white region) when $a=0.68$ and $b=$ 0.60 (i) $C=-1.66$ (ii) $C=-1.63$


Figure 4.19: The regions of motion (white region) when $a=0.68$ and $b=$ 0.60 (i) $C=-1.6$ (ii) $C=-1.58$


Figure 4.20: The regions of motion (white region) when $a=0.68$ and $b=$ 0.60 (i) $C=-1.57$ (ii) $C=-1.53$


Figure 4.21: The regions of motion (white region) when $a=0.78$ and $b=$ 0.68 (i) $C=-1.78$ (ii) $C=-1.74$


Figure 4.22: The regions of motion (white region) when $a=0.78$ and $b=$ 0.68 (i) $C=-1.66$ (ii) $C=-1.64$


Figure 4.23: The regions of motion (white region) when $a=0.78$ and $b=$ 0.68 (i) $C=-1.58$ (ii) $C=-1.54$


Figure 4.24: The regions of motion (white region) when $a=0.62$ and $b=$ 0.80 (i) $C=-3.49$ (ii) $C=-2.31$


Figure 4.25: The regions of motion (white region) when $a=0.62$ and $b=$ 0.80 (i) $C=-1.91$ (ii) $C=-1.80$


Figure 4.26: The regions of motion (white region) when $a=0.62$ and $b=$ 0.80 (i) $C=-1.32$ (ii) $C=-0.30$

### 4.2.2.2 Equilibrium solutions

All rates of change should be zero for equilibrium solutions, hence the right hand side of the system in (4.23) can be set to zero, i.e., $U_{x}=0$ and $U_{y}=0$ and the solution of resulting equations will give the problem's equilibrium solutions. The $U_{x}$ and $U_{y}$ are

$$
\begin{align*}
U_{x}= & x-\frac{m_{0} x}{\left(y^{2}+x^{2}\right)^{3 / 2}}-m\left(\frac{x-a}{\left((x-a)^{2}+y^{2}\right)^{3 / 2}}+\frac{a+x}{\left((a+x)^{2}+y^{2}\right)^{3 / 2}}\right) \\
& -\widetilde{m}\left(\frac{x}{\left((y-b)^{2}+x^{2}\right)^{3 / 2}}+\frac{x}{\left((b+y)^{2}+x^{2}\right)^{3 / 2}}\right),  \tag{4.27}\\
U_{y}= & y-\frac{m_{0} y}{\left(y^{2}+x^{2}\right)^{3 / 2}}-m\left(\frac{y}{\left((x-a)^{2}+y^{2}\right)^{3 / 2}}+\frac{y}{\left((a+x)^{2}+y^{2}\right)^{3 / 2}}\right) \\
& -\widetilde{m}\left(\frac{y-b}{\left((y-b)^{2}+x^{2}\right)^{3 / 2}}+\frac{b+y}{\left((b+y)^{2}+x^{2}\right)^{3 / 2}}\right) . \tag{4.28}
\end{align*}
$$



Figure 4.27: The equilibrium points (red dots) and masses (black dots) when (i) $a=0.68$ and $b=0.58$, (ii) $a=0.68$ and $b=0.60$


Figure 4.28: The equilibrium points (red dots) and masses (black dots) when (i) $a=0.78$ and $b=0.67$, (ii) $a=0.62$ and $b=0.80$

We considered four cases with different values of $a$ and $b$ that show a significant change in the number and location of equilibrium points, namely $a=0.68$ and $b=0.58$ for case-I, $a=0.68$ and $b=0.60$ for case-II, $a=0.78$ and $b=0.67$ for case-III and $a=0.62$ and $b=0.80$ for case-IV. The corresponding equilibrium points can be seen in Figure 4.27 and 4.28 .

The black dots indicate masses and are represented by the symbol $m_{i} ; i=$ $0,1,2,3,4$, the red dots represent equilibrium points and are denoted by $L_{i}$; $i=1,2, \ldots, 20$. There are 16 equilibrium points in case-I, 20 equilibrium points in case-II and 12 equilibrium points in both case-III and case-IV (see Figure 4.27 and 4.28).

### 4.2.2.3 Equilibrium Solutions: on the Coordinate Axes

We shall limit our investigation to the first quadrant, $x \geq 0$ and $y \geq 0$, because the potential given in Equation (4.23) is unchanged under the symmetry $(x,-y)$, $(-x, y)$, and $(-x,-y)$. To determine the presence and number of equilibrium solutions on the $y$-axis, we set $x=0$ and then write Equations (4.27) and (4.28)
as

$$
\left.\begin{array}{rl}
U_{x} & =0, \\
U_{y} & =y-\frac{m_{0} y}{\left(y^{2}\right)^{3 / 2}}-\frac{2 m y}{\left(a^{2}+y^{2}\right)^{3 / 2}}  \tag{4.29}\\
& -\widetilde{m}\left(\frac{y-b}{\left((y-b)^{2}\right)^{3 / 2}}+\frac{b+y}{\left((b+y)^{2}\right)^{3 / 2}}\right) .
\end{array}\right\}
$$

The $y$-axis is subdivided into $0<y<b$ and $y>b$ to figure out $U_{y}=0$ for equilibrium solutions. $y=b$ means collisions of $m_{5}$ with $m_{3}$ or $m_{4}$ from inside. We will not discuss collisions cases here.

## $0<y<b$

The Equation (4.29) is rewritten as

$$
\begin{equation*}
f_{1}(y)=y-\frac{m_{0}}{y^{2}}-\frac{2 m y}{\left(a^{2}+y^{2}\right)^{3 / 2}}-\tilde{m}\left(\frac{1}{(y-b)^{2}}+\frac{1}{(b+y)^{2}}\right) . \tag{4.30}
\end{equation*}
$$

For $y \in(0, b)$ and $b \in(0.5,1)$, when $y \approx 0, f_{1}(y)<0$ and when $y \approx b, f_{1}(y)>0$, thus the mean value theorem implies that $f_{1}(y)$ has at least one zero when $y \in$ $(0, b)$.

To verify the existence and uniqueness of equilibrium solutions inside the interval $(0, b)$, we take derivative of Equation (4.30).

$$
\begin{align*}
{f^{\prime}}^{\prime}(y)= & 1+\frac{2 m_{0}}{y^{3}}+2 m\left(\frac{3 y^{2}}{\left(a^{2}+y^{2}\right)^{5 / 2}}-\frac{1}{\left(a^{2}+y^{2}\right)^{3 / 2}}\right) \\
& +2 \tilde{m}\left(\frac{1}{(b+y)^{3}}+\frac{1}{(y-b)^{3}}\right) \tag{4.31}
\end{align*}
$$

$\left(a^{2}+y^{2}\right)^{3 / 2}$ in Equation (4.31) is the only term that can make the derivative negative for $y \in(0, b)$, as a result, $f^{\prime}{ }_{1}(y)>0$, indicates that the equilibrium points in the interval $(0, b)$ exist and are unique.
$y>b$

When $y>b$, the Equation (4.29) is rewritten as

$$
\begin{equation*}
f_{2}(y)=y-\frac{m_{0}}{y^{2}}-\frac{2 m y}{\left(a^{2}+y^{2}\right)^{3 / 2}}-\tilde{m}\left(\frac{1}{(y-b)^{2}}+\frac{1}{(b+y)^{2}}\right) . \tag{4.32}
\end{equation*}
$$

For $y \in(b, \infty)$ and $b \in(0.5,1)$, when $y \approx b, f_{2}(y)<0$ and when $y \approx \infty, f_{2}(y)>0$, thus mean value theorem implies that $f_{2}(y)$ has at least one zero when $y \in(b, \infty)$. The derivative of Equation (4.32) with respect to $y$ is

$$
\begin{align*}
{f^{\prime}}_{2}(y)= & 1+\frac{2 m_{0}}{y^{3}}+2 m\left(\frac{3 y^{2}}{\left(a^{2}+y^{2}\right)^{5 / 2}}-\frac{1}{\left(a^{2}+y^{2}\right)^{3 / 2}}\right) \\
& +2 \tilde{m}\left(\frac{1}{(b+y)^{3}}+\frac{1}{(y-b)^{3}}\right) \tag{4.33}
\end{align*}
$$

The equilibrium solution's uniqueness for $y>b$ can be easily proved using the same technique as for $0<y<b$.

Then there are total 16 equilibrium points for case-I and out of which $L_{5,6,7,8}$ are along $y$ axis while $L_{1,2,3,4}$ are on $x$ axis; Similarly for case-II, III and IV, there are four equilibrium points on each coordinate axis for distinct values of $a$ and $b$ but the number of equilibrium points is different for other cases which can be seen in Figures 4.27 and 4.28.

### 4.2.2.4 Equilibrium Solutions: Off the Coordinate Axes

The mass parameters $a$ and $b$, which we have numerically confirmed, determine the number and location of the equilibrium points, which is illustrated in Figures 4.27 and 4.28.

For case-I, there are eight off-coordinate axis equilibrium points; for case-II, there are 12 off-coordinate axis equilibrium points, the majority of which are clustered
around the central mass $m_{0}$. Cases III and IV contain 4 equilibrium points that cluster around $m$ and $\widetilde{m}$ off the coordinate axis.

### 4.2.2.5 Stability Analysis

We represent the location of an equilibrium point in our problem by the coordinates $(x, y)$, and consider a small displacement from the equilibrium point to be $(X, Y)$ in order to linearize around the equilibrium point, then the new location of the equilibrium points will be $(x+X, y+Y)$. The system in Equations (4.23) is subjected to Taylor series expansion, yielding the following set of linearized equations.

$$
\begin{align*}
& \ddot{X}-2 \dot{Y}=X U_{x x}+Y U_{x y},  \tag{4.34}\\
& \ddot{Y}+2 \dot{X}=X U_{x y}+Y U_{y y} . \tag{4.35}
\end{align*}
$$

The matrix form of the linearized equations is

$$
\left(\begin{array}{c}
\dot{X}  \tag{4.36}\\
\dot{Y} \\
\ddot{X} \\
\ddot{Y}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
U_{x x} & U_{x y} & 0 & 2 \\
U_{x y} & U_{y y} & -2 & 0
\end{array}\right)\left(\begin{array}{c}
X \\
Y \\
\dot{X} \\
\dot{Y}
\end{array}\right)
$$

Let

$$
\dot{\Psi}=\left(\begin{array}{c}
\dot{X}  \tag{4.37}\\
\dot{Y} \\
\ddot{X} \\
\ddot{Y}
\end{array}\right) \text { and } \mathcal{A}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
U_{x x} & U_{x y} & 0 & 2 \\
U_{x y} & U_{y y} & -2 & 0
\end{array}\right) \text {. }
$$

The Equation in (4.36) can be written as

$$
\begin{equation*}
\dot{\Psi}=\mathcal{A} \Psi \tag{4.38}
\end{equation*}
$$

From $\mathcal{A}$, the characteristic polynomial is

$$
\begin{equation*}
\Lambda^{4}+\alpha \Lambda^{2}+\beta=0 \tag{4.39}
\end{equation*}
$$

where $\alpha=4-U_{x x}-U_{y y}$ and $\beta=U_{x x} U_{y y}-U_{x y}^{2}$.

Let $\Lambda^{2}=\lambda$, then equation (4.39) reduces to

$$
\begin{equation*}
\lambda^{2}+\alpha \lambda+\beta=0 \tag{4.40}
\end{equation*}
$$

For an Equilibrium point to be linearly stable under a slight disturbance, all four roots of Equation (4.39) must be completely imaginary. As a result, the two roots of Equation (4.40)

$$
\begin{equation*}
\lambda_{ \pm}=\frac{-\alpha \pm \sqrt{\alpha^{2}-4 \beta}}{2} \tag{4.41}
\end{equation*}
$$

must be real and negative. For $\lambda_{ \pm}<0$, we must have:
(i) $\alpha>0$ and $0<\beta<\alpha^{2} / 4$, or
(ii) $\alpha>0$ and $\alpha^{2}-4 \beta=0$.


Figure 4.29: Condition(i): Projection of stability regions (i) $b=0.58$ and $a=0.68$; (ii) $b=0.60$ and $a=0.68$.

The regions of stability when either condition (i) or (ii) holds true have been determined and presented in Figures 4.29-4.32.

The stability areas corresponding to the four cases for different values of $a$ and $b$ are shown in Figures 4.33-4.34, where $b$ is fixed at $0.58,0.60,0.67$, and 0.80 , and the regions are projected across the whole domain of the mass parameter $a$, i.e., $0.5<a<1$. We investigated the stability of the equilibrium points found in the preceding section for each of the four different cases, and many offcoordinate stable equilibrium points were discovered; the results are reported in Tables 4.4-4.7.


Figure 4.30: Condition(i): Projection of stability regions (i) $b=0.67$ and $a=0.78$; (ii) $b=0.80$ and $a=0.62$.


Figure 4.31: Condition(ii): Projection of stability regions (i) $b=0.58$ and $a=0.68$; (ii) $b=0.60$ and $a=0.68$.


Figure 4.32: Condition(ii): Projection of stability regions (i) $b=0.67$ and $a=0.78$; (ii) $b=0.80$ and $a=0.62$.


Figure 4.33: Stability regions (shaded) (i) $b=0.58$ and $0.5<a<1$; (ii) $b=0.60$ and $0.5<a<1$.


Figure 4.34: Stability regions (shaded) (i) $b=0.67$ and $0.5<a<1$; (ii) $b=0.80$ and $0.5<a<1$.

Table 4.4: Equilibrium points, Eigenvalues and stability status when $b=0.58$ and $a=0.68$

|  | On the Coordinate Axis |  |  |  |
| :--- | :--- | :--- | :---: | :---: |
| Equilibrium Point | Eigenvalues | Stability |  |  |
| $L_{1,2}=( \pm 1.183771,0)$ | $\pm 0.067596, \pm 2.670587 i$ | unstable |  |  |
| $L_{3,4}=( \pm 0.183968,0)$ | $\pm 7.279086, \pm 10.945510 i$ | unstable |  |  |
| $L_{5,6}=(0, \pm 1.158556)$ | $\pm 0.500651, \pm 2.791424 i$ | unstable |  |  |
| $L_{7,8}=(0, \pm 0.116046)$ | $\pm 15.176878, \pm 21.692684 i$ | unstable |  |  |
| Off the Coordinate Axis |  |  |  |  |
| Equilibrium Point | Eigenvalues | Stability |  |  |
| $L_{9,10,11,12}=(0.347976, \pm 0.256131)$ | $\pm 1.138065 i, \pm 3.593599 i$ | stable |  |  |
| $L_{13,14,15,16}=( \pm 0.716623, \pm 0.684335)$ | $\mp 0.479573 i, \pm 2.668968 i$ | stable |  |  |

Table 4.5: Equilibrium points, Eigenvalues and stability status when $b=0.60$ and $a=0.68$

|  | On the Coordinate Axis |  |  |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Equilibrium Point | Eigenvalues | Stability |  |  |  |
| $L_{1,2}=( \pm 1.183772,0)$ | $\pm 0.209362, \pm 2.693806 i$ | unstable |  |  |  |
| $L_{3,4}=( \pm 0.228309,0)$ | $\pm 5.091753, \pm 8.027477 i$ | unstable |  |  |  |
| $L_{9,10}=(0, \pm 1.169283)$ | $\pm 0.500956, \pm 2.792577 i$ | unstable |  |  |  |
| $L_{11,12}=(0, \pm 0.164938)$ | $\pm 8.849253, \pm 12.907057 i$ | unstable |  |  |  |
| Equilibrium Point |  |  |  | Off the Coordinate Axis |  |
| $L_{5,6,7,8}=(0.228064, \pm 0.058906)$ | $\pm 4.765442, \pm 7.656460 i$ | unstable |  |  |  |
| $L_{13,14,15,16}=( \pm 0.334768, \pm 0.250108)$ | $\mp 1.088025 i, \pm 3.645851 i$ | stable |  |  |  |
| $L_{17,18,19,20}=( \pm 0.716623, \pm 0.684335)$ | $\mp 0.508226 i, \pm 2.666074 i$ | stable |  |  |  |

Table 4.6: Equilibrium points Eigenvalues and stability status when $b=0.67$ and $a=0.78$

|  | On the Coordinate Axis |  |  |  |  |
| :--- | :---: | :--- | :---: | :---: | :---: |
| Equilibrium Point | Eigenvalues | Stability |  |  |  |
| $L_{1,2}=( \pm 1.147893,0)$ | $\pm 1.125396, \pm 3.220510 i$ | unstable |  |  |  |
| $L_{3,4}=( \pm 0.465536,0)$ | $\pm 1.381845, \pm 3.742671 i$ | unstable |  |  |  |
| $L_{5,6}=(0, \pm 1.245704)$ | $\pm 0.715462, \pm 2.911764 i$ | unstable |  |  |  |
| $L_{7,8}=(0, \pm 0.287148)$ | $\pm 2.273632, \pm 4.422842 i$ | unstable |  |  |  |
| Equilibrium Point |  |  |  | Off the Coordinate Axis |  |
| $L_{9,10,11,12}=( \pm 0.782825, \pm 0.505983)$ | $\mp 0.673476 i, \pm 2.735112 i$ | stable |  |  |  |

Table 4.7: Equilibrium points, Eigenvalues and stability status when $b=0.80$ and $a=0.62$

|  | On the Coordinate Axis |  |  |  |  |
| :--- | :---: | :--- | :---: | :---: | :---: |
| Equilibrium Point | Eigenvalues | Stability |  |  |  |
| $L_{1,2}=( \pm 1.239106,0)$ | $\pm 0.646502, \pm 2.834110 i$ | unstable |  |  |  |
| $L_{3,4}=( \pm 0.230153,0)$ | $\pm 9.177227, \pm 13.194850 i$ | unstable |  |  |  |
| $L_{5,6}=(0, \pm 1.108360)$ | $\pm 3.715368, \pm 3.365771 i$ | unstable |  |  |  |
| $L_{7,8}=(0, \pm 0.519657)$ | $\pm 2.864727, \pm 3.088526 i$ | unstable |  |  |  |
|  |  |  |  | Off the Coordinate Axis |  |
| Equilibrium Point | Eigenvalues | Stability |  |  |  |
| $L_{9,10,11,12}=( \pm 0.421763, \pm 0.819726)$ | $\mp 2.317673, \pm 3.0801580 i$ | unstable |  |  |  |

### 4.3 Summary

The motion of the test particle, as compared to primaries, is discussed in this chapter. The test particle, $m_{5}$ moves under the gravitational field of primaries, and during its course it experiences some points that may or may not hold it. These points are called equilibrium points, which may be stable or unstable. Equilibrium points for both of the central configurations, which have been discussed in the previous chapter, were found and tested for their possible stability. It has been found that for the first case there are always 12 equilibrium points, and all are proved to be unstable. The second case yielded 16, 20 and 12 equilibrium points for different values of $a$ and $b$.

When:

- $a=0.68$ and $b=0.58$ then there are eight off the coordinated axes stable equilibrium points;
- $a=0.68$ and $b=0.60$ then there are also eight off the coordinated axes stable equilibrium points;
- $a=0.78$ and $b=0.67$ then there are four off the coordinated axes stable equilibrium points;
- $a=0.62$ and $b=0.80$ then there are no stable equilibrium points.

Further regions of stability and the regions of possible motion of the test particle have also been given based on Jacobian constant. The permissible region of motion increases with increases in the Jacobian constant.

## Chapter 5

## Conclusions and Future Work

### 5.1 Conclusions

The research focuses on the rhomboidal central configuration model of the five bodies, with one body at the origin of the coordinate axis, that is, the intersection of the two diagonals of a rhombus, and the other four bodies at the vertices of a rhombus. The primaries always move in the rhomboidal configuration. The existence and linear stability of the equilibrium points were examined. In this regard, the regions for the possible motion of the body with infinitesimal mass have been configured. The equilibrium points have been found qualitatively and verified numerically.

In Chapter 3 of this dissertation, the setting up of the rhomboidal central configuration is discussed with four masses, $m_{1}, m_{2}, m_{3}$ and $m_{4}$ at the vertices of the rhombus, and a fifth mass, $m_{0}$ at the intersection of the two diagonals. The origin of the coordinate axis is considered to be the location of the $m_{0}$. The two different cases have been discussed with regards to the CC of the five masses. In the first case, the masses $m_{0}, m_{1}$, and $m_{2}$ at the locations $(0,0),(a, 0)$, and $(-a, 0)$ respectively are assumed to be equal, i.e., $m_{0}=m_{1}=m_{2}=m$, and the masses at the locations $(0, b)$ and $(0,-b)$ are assumed to be equal, i.e., $m_{3}=m_{4}=\widetilde{m}$. The central configuration equations of motion show that masses depend on the values
of lengths parameters $a$ and $b$, i.e., by changing the values of $a$ and $b$ the values of masses change, which ultimately changes the configuration. Setting the parameter $a=1$, it has been proved that the central configuration holds and the shape is a rhombus through the motion of primaries for $b \in(1 / \sqrt{3}, 1.3944282249562009)$.

Three specific cases were discussed for different values of $a$ and $b$, one of which is that the configuration will be a square when $a=b=1$ and all the masses are also unity. The CC degenerates in two cases: when $b=\frac{1}{\sqrt{3}}$ and the masses in the horizontal axis become zero, i.e., $m=0$, and when $b=1.1394282249562009$ and the $\widetilde{m}=0$.

In the second case, the four primaries form a rhombus by sitting on its vertices, while the fifth mass, $m_{0}$, is situated at the origin of the coordinate axis, which is also the point of intersection of the two diagonals of the rhombus. The masses $m_{1}$ and $m_{2}$ are assumed to be equal, i.e., $m_{1}=m_{2}=m$ and are located along the horizontal axis, while the masses $m_{3}$ and $m_{4}$ are considered same, i.e., $m_{3}=m_{4}=$ $\widetilde{m}$ and are placed on the vertical axis. It has also been assumed that the sum of all the masses is 1 , i.e., $m_{0}+2(m+\widetilde{m})=1$. We also write in this case the masses, $m_{0}, m$ and $\widetilde{m}$ in terms of $a$ and $b$.

It is found that both the mass parameters $a$ and $b$ vary in the interval $(0.5,1)$ for the existence of the central configuration which is shown graphically and verified numerically. Then by fixing the value of $b$ from the interval $(0.5,1)$ and varying the value of $a$ in the same interval it has been verified that the equation $m_{0}+$ $2(m+\widetilde{m})=1$ always hold in this interval. In this case by the change in the size of masses changed the gravitational field that gave quite interesting results which are discusses in the Chapter 4.

In Chapter 4, the dynamics of the very small test mass, $m_{5}$ having an infinitesimal mass as compared to the primaries forming the central configuration of the system are discussed as it moves in the gravitational field of the primaries. This chapter also contains two sections. In the first section, the equation of motion of the sixth mass, $m_{5}$ was found with respect to the first model, which has been discussed in the previous chapter.

The relation for the first integral of motion, i.e., the Jacobian constant $(C)$, is discovered, and the relation $U=-C$ represents the boundaries between the possible permissible region of motion of $m_{5}$ around the primaries, where $U$ represents the $m_{5}$ 's effective potential. It was determined that the permissible region of motion increases when $C$ is increased.

The equilibrium solutions of $m_{5}$ are discovered qualitatively and verified numerically by setting all rates of change appearing in the equation of motion for $m_{5}$ equal to zero. The equilibrium points are the locations in space where the gravitational force of the primaries becomes equal for a body with infinitesimal mass; they are also known as Lagrange points, after Joseph-Louis Lagrange [4], who wrote about them in 1772.

In the first section of the chapter 4 , where, $m_{5}$ is supposed to move under the gravitational influence of the CC model when $m_{0}=m_{1}=m_{2}=m$ and $m_{3}=$ $m_{4}=\widetilde{m}$. It has been seen that by fixing the parameter $a=1$ and $b \in(1 / \sqrt{3}$, 1.3944282249562009) the total number of equilibrium points are always 12 . Out of the 12 equilibrium points 4 are on the $x$-axis and 4 are on the $y$-axis. As the mass parameters varies the equilibrium points also changes their positions around the five primaries and the number of equilibrium points remain same. The linear stability analysis revealed that none of the equilibrium points are stable.

In the second section a significant shift in the position and number of equilibrium points were found in four cases with the variations of mass parameters $a$ and $b$. Case-I to IV have 16, 20, 12, and 12 equilibrium points respectively, with case-I and case-II have eight off-the-coordinate-axis stable equilibrium points, case-III have four off-the-coordinate-axis stable equilibrium points, and case-IV have no on or off-the-coordinate-axis stable equilibrium points.

A linear stability analysis has been done around equilibrium points. In both cases, the regions of possible motion of $m_{5}$ have been discussed, and it has been discovered that as the Jacobian constant ' $C$ ' increases, so does the permissible region of motion. The value of ' $C$ ', for which the regions of possible motion become disconnected or partially disconnected, has also been discovered.

### 5.2 Future Work

Understanding the four-, five-, and six-body problems is very important, as it is known that approximately two-thirds of stars in our galaxy are part of multistellar systems. The study of central configurations plays an important role in understanding the gravitational $N$-body problems. In this dissertation, we have developed a symmetrically restricted rhomboidal central configuration of five-body problem called the RR6BP, however, the multi-stellar system can take any quadrilateral or N -Gon shape in the universe. We can understand the Newtonian gravitational field and future work in the above configurations for primaries and then understand the motion of the test particle in these configurations. We can also discuss the Lagrange points and the stability of the test particle in these configurations. With the variation of the Jacobi Constant, we can also discuss the regions of possible motions of the infinitesimal.

Understanding different configurations can pave the way for sending new space missions into the solar system and interstellar space. Recently, the JWST has been sent to the $L_{2}$ point of the Sun-Earth restricted three-body problem. The JWST is designed to investigate the entire life cycle of the solar system, from the first flashes of light following the Big Bang to the formation of solar systems capable of supporting life on planets like Earth. $L_{2}$ is also the future home of Euclid, WFIRST, LiteBIRD [115-117].
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