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Abstract

In this era of information explosion, quickly and accurately obtaining meaningful

information from the massive data available on the web, has become an urgent

problem to be solved. Mostly text data on the web is not structured, and can

not be meaningfully queried. Low precision and high recall is a known problem

for the web data. Converting this unstructured text to a structured Knowledge

Graph (KG) would enable making meaningful and precise queries on the data.

Constructing KG involves two main tasks; first is named entity recognition, NER,

i.e. recognizing and typing named entities, NEs, contained in text (these form

nodes of the KG), and second is relation extraction, RE, i.e. identifying and

classifying semantic relationships between entities appearing in the text (these

form edges of the KG). The main hindrance in converting textual data on the web

to KG is the in-adequate performance of automated information extraction (IE)

systems for NER and RE. This dissertation improves state-of-the-art for these two

fundamental problems for KG population, that is NER and RE.

A deep understanding of the problem has been developed by reviewing existing

relevant literature. Existing systems for NER and RE have been identified, evalu-

ation datasets have been selected and prepared. An information extraction system

has been proposed for improved extraction of named entities and family relations

from text. The system has been designed and implemented using Python. Eval-

uation results show that on NER task, the proposed system outperforms existing

systems on OKE dataset by making an F1 score of 81.03% (which is 2.53 points

better than previous best), and gives results comparable to existing systems on

CoNLL03 dataset (for which the system is not trained) by making an F1 score

94.67%. Proposed system’s performance for gender classification is also satisfac-

tory (F1 score 89.48%). On family relation extraction (FRE) task, the proposed

approach makes a great improvement over existing methods by achieving an F1

score of 70.4% on TACRED family relations dataset, which is 7.3 points higher

than the best score reporter on TACRED. Further, on another dataset too, the



xi

CustFRE dataset, the system performs better than all existing systems, with F1

score 76.6%, which is 18.5 points higher than the previous best performing system.

Clarification of learning has been achieved, by identifying factors which have posi-

tively contributed to the research success, as well as, by identifying cases where the

proposed system fails. Conclusions have been drawn. It has been demonstrated

that the proposed system is not dataset specific; it recognizes person, location

and organization NEs for general English text and extracts family relations from

general English sentences. The methods adopted, the system proposed and the

evaluation results obtained, have been communicated for comparison and further

improvement via journal publications and this dissertation.

The proposed system is available at the following link:

https://github.com/Raabia-Asif/CustKnowledgeExtractor

https://github.com/Raabia-Asif/CustKnowledgeExtractor
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Chapter 1

Introduction

1.1 Background

We are drowning in information

but starved for knowledge

John Naisbitt

Data on the web is usually in unstructured form, rendered through HTML (Hy-

perText Markup Language). HTML has tags for headings, links, paragraphs, etc.

which tell web browsers how to display the content, so that it is readable for hu-

mans. But it is difficult for machines to interpret this data, because the tags are

not domain specific. In order to search web data, user provides keywords to search

engine, which in turn applies text matching techniques to retrieve a list of relevant

documents from the web. These search results are highly sensitive to vocabulary.

Many times the user has to repeat the search by trying different semantically sim-

ilar keywords in order to get the desired results. So user basically has to guess the

terminology used in the document which he/she is trying to search and provide

that terminology to search engine. Meaningful queries can not be performed on

the web, resulting in high recall and low precision. A lot of results are returned,

most of which are not very relevant, and the user has to manually search from

1



Introduction 2

them the most relevant result. High recall, low precision is a reported problem

for the web. There is a need to structure the web data in a form that is more

machine-processable, so that meaningful queries can be performed on it and pre-

cise results can be obtained. This can be done by structuring data in conceptual

spaces according to its meaning.

Consider some example text from the web, given in Fig 1.1, taken from https:

//en.wikipedia.org/wiki/Javed_Iqbal_(judge,_born_1924).

Figure 1.1: Example text from wikipedia webpage of Javed Iqbal

The source of this example text available on the web, is given in Fig 1.2. The

Figure 1.2: Source of the example text available on the web

HTML tags in the figure, like < h3 >, < p > are about how the content should

be displayed, and do not provide any information about the domain concepts.

Now let us say a person wants to know about “place of birth of children of Allama

Iqbal”, so he gives these keywords to google for search. The first page of the search

results returned1 is given in Fig 1.3. Around 2.7 million results are returned by

1Accessed on 22nd June 2022

https://en.wikipedia.org/wiki/Javed_Iqbal_(judge,_born_1924)
https://en.wikipedia.org/wiki/Javed_Iqbal_(judge,_born_1924)
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Figure 1.3: Google results for “place of birth of children of Allama Iqbal”
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the search engine (very high recall). First 3 pages (containing 29 results) were

checked without opening, none directly gave any information about “place of birth

of Allama Iqba’s children” (low precision). Whereas a human can easily tell from

the example text in Fig. 1.1 that Allama Iqba’s son Javed Iqbal is born in Sialkot.

But since data on the web is not semantically structured, and is mostly presented

using HTML, which does not have any domain specific tags, so the search engine

searches the query words in HTML web pages, and the pages in which these words

appear are returned. Many of the pages returned are about Allama Iqbal’s place

of birth, or about Allama Iqbal’s father. Now the user will open the returned links

one by one and search himself/herself for the desired information.

If, instead, the data is conceptually organized according to its meaning, by giving

domain specific tags, like in Fig 1.4, which tell that the entities Allama Iqbal and

Javed Iqbal are persons, the relation between persons Allama Iqbal and Javed

Iqbal is child relationship, and that Javed Iqbal is born in Sialkot, it could be

easily inferred that Allama Iqbal’s child’s place of birth is Sialkot. This can be

Figure 1.4: Domain specific tagging of the example text

achieved by using RDF and RDFS. The domain’s concepts can be specified in

RDFS, by defining classes of entities and relations, along with their hierarchies.

Data can then be organized in RDF according to the schema defined in RDFS, and

can be visualized as a labeled directed graph (known as knowledge graph, KG) in
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which nodes represent entities and edges represent relations between entities, or

properties of entities. Once data is converted to KG, precise queries can be made

on it by using SPARQL. A KG for the example text is given in Fig 1.5, with the

relevant path shown in red color. In a KG, every resource has a globally unique

Figure 1.5: Knowledge Graph of the example text

URI (universal resource identifier). Let person1, having URI u1, be a resource

in a KG, say KG1. When some other KG, say KG2, is created about person1,
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since person1 has a globally unique identifier u1, so KG1 and KG2 get linked at

person1 and the KG grows bigger.

1.2 Knowledge Graph

A KG is a network of entities, their semantic types, properties, and relationships

between these entities [1]. Presently web data is mostly in un-structured and

semi-structured formats. Because of this it is nearly impossible to extract precise

information from huge dumps of data available on the web. When queries are

made on the web, too many results are returned, most of which are not accurate

and one needs to search oneself among these results for the required information.

If the web data is instead populated into a KG, this would enable the user to make

meaningful queries and in return get precise and accurate results. For instance,

when the example text in Fig. 1.1 is structured into a KG in Fig. 1.5, now

meaningful queries can be performed on this data, like “Where was Allama Iqbal’s

son born?” and precise answers can be obtained, like “Sialkot”.

In order to construct a KG, two main problems need to be solved, named en-

tity recognition (NER) and relation extraction (RE). For instance, given the text

“Salma is supported by her father, Salman”, identifying the named entities, or

equivalently, KG nodes, Salma and Salman, and extracting the triple, or equiva-

lently, KG edge (Salma, father, Salman). Combining such extractions, it is then

possible to produce a KG of relational facts between persons, organizations, and

locations in the text [2].

Development of NER and RE systems has been encouraged to address the chal-

lenges in Information Extraction (IE) domain, by several editions of evaluation

events such as the message understanding conference, MUC [3, 4], the confer-

ence on natural language learning, CoNLL [5], the automatic content extraction

program, ACE [6], the Text Analysis Conference, TAC [7–12], and the open knowl-

edge extraction challenge, OKE [13]. The subsequent editions of these conferences,
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MUC, CoNLL, ACE, TAC and OKE have contributed significantly in the domain

of entity and relation detection and recognition.

NER and RE are considered important components of information retrieval and

knowledge extraction applications, for instance, narrative extraction from news

articles [14], text summarization [15], question answering systems [16], document

theme extraction [17], rumour detection on social media [18], prediction and rec-

ommendation tasks in academic citation networks [19], document indexing [20],

text mining in Genetics and Biomedical Sciences [21, 22], automatic spell checking

[23], and making intelligent virtual assistant (IVAs) [24], to name a few.

1.3 Named Entity Recognition

The first problem that needs to be solved for KG construction is NER. The term

“named entity” (NE) means names of persons, organizations and geographical

locations [3]. NER is the process of identifying named instances of pre-defined

classes in running text [25]. Consider the following sample text: Salma lives in

Rawalpindi and is studying Computer Science at Capital University of Science and

Technology. She is a part time worker at a call center in Islamabad. If the pre-

defined classes are person (PER), location (LOC) and organization (ORG), then

the output of NER task on this text is the annotated text as given below:

[person] Salma lives in [location] Rawalpindi and is studying Computer Science

at [organization] Capital University of Science and Technology. She is a

part time worker at a call center in [location] Islamabad.

Typically, NER demands optimally combining a variety of clues including, or-

thographic features, parts of speech, similarity with existing database of entities,

presence of specific signature words and so on. This makes NER a non-trivial

modelling challenge, not solved yet with an acceptable high precision and recall,

despite over three decades of research in the field [26]. To better understand the

complexity of NER task, consider another example:
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Florence May Harding studied at a school in Sydney, and with Douglas Robert

Dundas, but in effect had no formal training in either botany or art.

The output of NER task on this example is:

[person] Florence May Harding studied at a school in [location] Sydney, and

with [person] Douglas Robert Dundas, but in effect had no formal training in

either botany or art.

In this example, Florence May Harding is name of a person, but Florence is also

name of a city in Italy, andMay is also name of month, so identifying that Florence

May Harding is actually name of a person in this sentence is a difficult task.

Moreover, the problem might seem trivial at first glance by assuming that all

proper nouns are named entities, but this is not necessary. There are proper

nouns that do not belong to any of the concerned NE classes, for example in the

following excerpts from the Open Knowledge Extraction (OKE) dataset, the bold

words are marked proper nouns by Stanford Part of Speech (PoS) tagger but are

not PER, LOC or ORG typed NEs:

� The Health Survey for England

� The 2022 World Cup

� The FIFA Confederations Cup

� On Tuesday afternoon

Likewise there are NEs that are not identified as proper nouns by PoS taggers. In

the following excerpts from the OKE dataset, the bold words are PER, LOC or

ORG NEs, but are not identified as proper nouns by Stanford PoS tagger.

� The Italian parliament

� The Scottish government

� RBI

� NATO, the G8, the G20, and the OECD.
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Moreover, deciding the boundaries of entities is also very difficult, as many times it

is unclear whether a word is part of the NE or not. So solving the NER problem is

not a trivial task. Sarawagi [26] observes that correctly recognizing all the entities

available in a document is a big challenge because without extensive labeled data

it is not possible to even detect what was missed in the large mass of unstructured

information.

As English grammar is generally not changing, so most of the times it is possible

to identify language patterns for NEs in text. This key observation leads to the

following hypothesis:

Hypothesis: “Regular patterns for NEs (PER, LOC, ORG) exist in

natural language texts.”

If regular patterns exist, then rules can be created against those patterns to rec-

ognize NEs at very low cost in terms of computation time because rules are deter-

ministic.

In order to identify the regular patterns, natural language texts need to be ana-

lyzed. Comprehensive sets of natural language texts are available in the form of

published datasets. So we studied the OKE training dataset for NER [13], and

performed experiment on the dataset with state-of-the-art NER systems. The NE

annotations made by four NER systems have been analyzed; the Stanford NER

[27, 28], the Illinois NER [29, 30], the Federated knOwledge eXtraction frame-

work, FOX [31] and the adaptive entity recognition and linking framework, ADEL

[32, 33]. Many NEs available in the dataset are not annotated by these NERs.

Table 1.1 highlights some example NEs which were not annotated by these NERs

(i.e. the false negatives). “NA” in the table cell represents “not annotated”. Care-

fully inspecting such NEs, following regular patterns have been identified in the

missed NEs (the false negatives) of existing systems:

1. NEs contain nationalities
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Table 1.1: Example NEs not annotated by existing NER systems

Named Entity Annotation by

Stanford NER Illinois NER FOX ADEL

Biblis NA org:Biblis NA NA

Italian parliament NA NA NA NA

High Court NA NA NA NA

RTÉ NA org:RTÉ NA NA

Scottish government NA NA NA NA

UK government NA NA NA NA

South Korean police NA NA NA NA

Fast Company NA NA NA NA

Nintendo NA org:Nintendo NA NA

Twitter NA NA NA NA

RBI NA org:RBI NA NA

2. NEs have corresponding resources in DBpedia2

3. NEs are acronyms

4. NEs are recurrences of already identified NEs

Consider the false negative NEs from Table 1.1. The entities Italian parliament,

Scottish government, UK government and South Korean police belong to orga-

nizations augmented with nationalities; the entities High Court, Fast Company,

Nintendo, Twitter and Biblis have corresponding resources in DBpedia; while RTÉ

and RBI are acronyms of organizations.

So the hypothesis is found true, that is, regular patterns for NEs (PER, LOC,

ORG) do exist in natural language texts. Then there must be rules to detect these

missing patterns in order to extract the NEs not annotated by existing systems.

2DBpedia is an online resource that allows querying Wikipedia (an online Encyclopedia) like
a semantic database, available at https://wiki.dbpedia.org/

https://wiki.dbpedia.org/
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1.4 Relation Extraction

The second problem that needs to be solved for KG construction is RE, that is,

extraction of relations between NEs. Bach and Badaskar define a relation as a

tuple t = (e1, e2, . . . , en) where the ei are entities in a predefined relation within a

document [34]. Most RE systems focus on extracting binary relations. Examples

of binary relations include mother-of (Sara Ali, Sana Ali), located-in (Islamabad,

Pakistan), place-of-birth (Yahya Sher, Islamabad), etc. Relations represent various

types of connections between entities and are at the core of expressing relational

facts in most general knowledge bases (KBs) [35, 36].

Relations are generally extracted from text in two ways: at global level and at

mention level. Global level RE concerns the identification of any entity pairs from

text for which any semantic relation exist. These RE systems generally take a

large text corpus as input and produce a list of such entity pairs as output. Open

Information Extraction (Open IE) systems extract relations at global level. They

extract any relations between entity pairs in text, not requiring mapping to a

pre-specified vocabulary [37, 38]. For instance, from the text “Alian won against

Amna”, an Open IE extractor may extract the triple (Alian, won against, Amna).

Many effective Open IE extractors have been proposed to extract triples, including

Text-Runner [39], ReVerb [37, 38], R2A2 [38], DepOE [40] and Standford Open

IE [41]. Although, Open IE has recently been an active area of research within

the IE domain but a major limitation of these systems is that the same semantic

relation may be represented by multiple relation phrases, as such extractors only

yield relation patterns between entities, without aggregating and clustering the

results according to a schema, leading to redundant relations in KBs [42].

On the other hand, mention level RE systems extract relations according to a pre-

defined vocabulary from the input text. The work in this dissertation concerns

mention level relation extraction. Consider the entity mentions Ali and Karachi

in the sentence: Ali, born in Karachi, was brought up by her Aunt in Lahore. Here,

the mention level RE system would identify the place-of-birth relation between Ali

and Karachi, if place-of-birth is in the pre-defined vocabulary. Consider another
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sentence: Ali likes Karachi. Here, mention level RE system should identify that no

relation exists between Ali and Karachi in this particular sentence. Mention level

RE systems concern identifying instances of predefined relations between two given

entities in text, or relation classification. For instance, Automatic context Extrac-

tion (ACE 2004) Relation Detection and Characterization (RDC) task specified

23 relations for extraction (e.g. located, near, part-whole).

When the relations to be extracted are family relations (like siblings, parents,

etc.), the task can be called family relations extraction (FRE). Formally, the FRE

task can be defined as:

Given a text t, a person subject s and a person object o, finding the relation r that

relates s to o, out of the six relations: the five family relations (parents, children,

siblings, spouse, other family), and not known if no family relation can be inferred

between the two persons from t.

These relation classes (i.e. parents, children, siblings, spouse, other family) have

been taken from the Text Analysis Conference’s (TAC) Knowledge Base Popu-

lation (KBP) relation classes, as TAC KBP is the most widely known effort to

evaluate knowledge base population systems [2]. In fact, if a dataset has two base

family relations about persons; spouse and child, and has persons’ genders spec-

ified, then any other family relation between persons can be derived by applying

queries on the dataset and whole family tree can be built. But at times these base

relations are not mentioned in the text, so other family relations like siblings etc.

are needed to extract the base relations.

Extracting family relations from text is useful for many purposes. It is an impor-

tant step in linking persons across different genealogical documents and sources

[43, 44]. Extracting many family relationships from unstructured archive docu-

ments can help automatically produce family trees, which aids in discovering social

patterns, such as typical household structure, family size, etc. [45]. Extracted fam-

ily relations can assist fiction readers to better understand its content and plot,

and get a bird’s eye view on the landscape of the core story [46], can help literary

analysis by providing basic facts for further reasoning on the story [47], because a
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key step towards story understanding is to understand the relations between the

characters that occur in the story [48, 49].

FRE holds special importance in biomedical domain. Identifying family mem-

bers in electronic health record texts helps build family history (FH) information

which is important to assess the risk of inherited medical conditions and to im-

prove patient care and decision making [50, 51]. Patients’ FH is a critical risk

factor associated with numerous diseases. However, Claims database and elec-

tronic health records (EHR) database do not usually capture kinship or family

relationship information, but this information is often documented in clinical nar-

ratives. In 2019, the National NLP Clinical Challenge (n2c2) organized shared

tasks to solicit NLP methods for FH IE [52]. Family relationship information is

also imperative for genetic research. He et al. suggest extracting names and fam-

ily relations from online obituaries as a new data source and supplementing EHR

databases with family relations information for genetic research [53]. Genealogical

knowledge graphs (GKGs), or family trees, are imperative for biomedical research

such as disease heritability and risk prediction [54].

When four SOTA relation extraction systems, Stanford KBP relation extractor

[55], TACRED-PA [2], SpanBert [42] and LUKE [56], were evaluated for family

relations, it was found that the systems’ F1 scores are very low for extraction of

family relations. A comparison of F1 scores of systems on RE and FRE is given

in Table 1.2. It can be seen from the table that systems good at general relation

extraction do not perform well on extraction of family relations. Therefore, a

system with improved family relations extraction is needed.

Table 1.2: F1 scores comparison of systems on RE and FRE tasks

Stanford TACRED-PA SpanBert LUKE

F1 score on RE 60.5% 67.20% 70.80% 72.70%

F1 score on FRE 13.9% 41.6% 42.1% 64.70%

As English grammar is generally not changing, so most of the times it is possible

to identify language patterns for family relations in text. This key observation
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leads to the following hypothesis:

Hypothesis: “Regular patterns for family relations exist in natural

language texts.”

If regular patterns exist, then rules can be created against those patterns to extract

family relations at very low cost in terms of computation time because rules are

deterministic.

To identify the regular patterns, natural language texts need to be analyzed. Com-

prehensive sets of natural language texts are available as published datasets. So we

studied the TACRED dataset for family relations [2], and performed experiment

on the dataset with state-of-the-art RE systems. The FRE annotations made by

four RE systems have been analyzed. Many family relations are incorrectly anno-

tated by these systems. Consider an example text given below, with all instances

of persons shown in bold text.

Francis Goncalves, a chef, said he believed that his father, Basil , 73,

contracted Covid while in hospital and his mother, Charmagne , 65, and

brother Shaul , 40, picked it up at a family dinner.

The family relations that should be extracted from the example text are given in

Table 1.3, along with the output of the RE systems on this input text. Incorrect

annotations by the systems are shown in bold text. It can be seen from the table

that existing RE systems are making many annotation mistakes when relations

are of family types. This performance is not satisfactory.

Carefully inspecting family relation annotations examples, following regular pat-

terns have been discovered for family relations or in general any relation between

subject and object. In Table 1.3, the type of each relation is also mentioned.

1. Direct relation (s, r, o), when the relation r between subject s and object

o is directly mentioned in the text.
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Table 1.3: Output of RE systems for the example sentence

Sr. (Subject, Object) Relation
Annotation by Relation

TypeStanford TACRED-PA SpanBert LUKE

1 (Francis Goncalves,Basil) per:parents no relation per:parents per:parents per:parents coref

2 (Francis Goncalves,Charmagne) per:parents no relation per:siblings per:parents per:parents coref

3 (Francis Goncalves, Shaul) per:siblings no relation per:children per:siblings per:siblings coref

4 (he, Basil) per:parents no relation per:children per:parents per:parents coref

5 (he, Charmagne) per:parents no relation per:siblings per:parents per:parents coref

6 (he, Shaul) per:siblings no relation no relation per:siblings per:siblings coref

7 (his, Basil) per:parents no relation no relation per:parents per:parents direct

8 (his, Charmagne) per:parents no relation per:siblings per:parents per:parents coref

9 (his, Shaul) per:siblings no relation per:parents per:siblings per:siblings coref

10 (Basil, Francis Goncalves) per:children no relation per:parents per:parents per:children reverse

11 (Basil, he) per:children no relation per:parents per:parents per:children coref

12 (Basil, his) per:children no relation per:parents per:parents no relation reverse

13 (Basil, his) per:children no relation per:parents per:parents no relation coref

14 (Basil, Charmagne) per:spouse no relation per:siblings per:parents per:spouse transitive

15 (Basil, Shaul) per:children no relation per:parents per:siblings per:children transitive

16 (his, Basil) per:parents no relation per:parents per:parents per:parents coref

17 (his, Charmagne) per:parents per:children per:siblings per:parents per:parents direct

18 (his, Shaul) per:siblings no relation per:parents per:siblings no relation direct

19 (Charmagne, Francis Goncalves) per:children no relation per:parents per:parents per:children transitive

20 (Charmagne, he) per:children no relation per:parents per:parents no relation transitive

21 (Charmagne, his) per:children no relation per:parents per:parents no relation reverse

22 (Charmagne, Basil) per:spouse no relation per:parents per:parents per:parents transitive

23 (Charmagne, his) per:children per:parents per:siblings per:parents no relation reverse

24 (Charmagne, Shaul) per:children no relation per:siblings per:siblings per:siblings transitive

25 (Shaul, Francis Goncalves) per:siblings no relation per:siblings per:siblings per:siblings coref

26 (Shaul, he) per:siblings no relation per:siblings per:siblings no relation reverse

27 (Shaul, his) per:siblings no relation per:children per:siblings no relation reverse

28 (Shaul, Basil) per:parents no relation per:siblings per:siblings per:parents reverse

29 (Shaul, his) per:siblings no relation per:siblings per:siblings no relation reverse

30 (Shaul, Charmagne) per:parents no relation per:spouse per:siblings per:parents reverse
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2. Reverse relation (o, r′, s), when (s, r, o) is a relation.

3. Transitive relation (s, r, o), when (s, r1, x) and (x, r2, o) are relations.

4. Coref relation (s, r, cO) or (cS, r, o), when (s, r, o) is a relation and cO is

a co-reference of o, or cS is a co-reference of s, respectively.

So the hypothesis is found true, that is, regular patterns for family relations do

exist in natural language texts. Then there must be rules to detect these patterns

in order to extract family relations.

1.5 Problem Statement

Existing NER systems fail to recognize NEs (see Table 1.1) which:

1. contain nationalities

2. have corresponding resources in DBpedia

3. are acronyms

4. are re-occurrences of NEs

Furthermore, existing RE systems do not perform well on extraction of family

relations (see Table 1.2 and Table 1.3), which may be one of the following types:

1. direct relation

2. reverse relation

3. transitive relation

4. coref relation

A technique is therefore needed, which is able to extract above kinds of NEs and

family relations from text, which are incorrectly extracted by existing systems.
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1.6 Research Questions

To solve the above mentioned problem, the following research questions (RQs)

need to be answered:

RQ1: How to formulate rules to recognize NEs which are missed by existing NER

systems?

RQ2: How to formulate rules to extract family relations which are incorrectly ex-

tracted by existing RE systems?

1.7 Research Objectives

This research achieves the following objectives:

RO1: Devise a technique to recognize named entities from text, specially those

instances which are missed by existing NER systems

RO2: Devise a technique for better extraction of family relations from text

1.8 Research Scope

The scope of this research is to develop an information extraction system, to:

1. Recognize from text, NEs belonging to following classes:

(a) Person

i. Male

ii. Female

(b) Location

(c) Organization

2. Extract family relations between persons as one of the following:
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(a) Spouse

(b) Children

(c) Parents

(d) Siblings

(e) Other Family

(f) Not Known

1.9 Research Methodology

The research methodology adopted for carrying out this research work is the Design

Science research methodology as proposed by Dresch et al. [57].

Design Science seeks to consolidate knowledge about the design and

development of solutions, to improve existing systems, solve problems

and create new artifacts.

The design science research process recommended by Dresch et al. consists of

12 main steps. Fig. 1.6 presents the 12 step process tailored for this research.

First, the problem has been identified, research questions have been formulated

and objectives have been defined. A deeper understanding of the problem has been

developed by studying existing literature. Two classes of information extraction

problem have been configured for this work: NER and FRE. Existing systems

for the task have been identified from literature and datasets have been selected

and prepared. Solutions for better solving the NER and FRE problems have

been proposed and designed. The system modules CustNER and CustRE have

been developed, and evaluated using standard metrics: precision, recall and micro

F1 score, successfully improving previous results. Clarification of learning has

been achieved by identifying the factors which have positively contributed to the

research success, along with identifying the cases where the proposed system failed.

Conclusions have been drawn and limitations of the research have been reported for

future work. Generalizations of the system have been made for a class of problems:
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Figure 1.6: The Design Science Research Methodology Process for this work

CustNER recognizes person, location and organization NEs for general English

texts, along with marking persons as male or female, and CustRE extracts six

family relations (children, parents, siblings, spouse, other family and not known)

between persons from general English sentences. Finally, the methods and findings



Introduction 20

of the research have been communicated to relevant audience through journal

publications and this dissertation.

1.10 Dissertation Contributions

The main contribution of this dissertation is an information extraction system

that: extracts person, location and organization type named entities, marks per-

son entities as male or female, and extracts any family relations between person

entities; from any generic un-structured English text. The specific contributions

have been listed in the following two sub-sections.

1.10.1 NER Contributions

1. Type annotation and enhancement of the OKE dataset.

2. Identifying the types of NEs commonly missed by existing NER systems.

3. Formulation of rules to recognize NEs missed by existing NER systems.

1.10.2 RE Contributions

1. Constructing a new comprehensive dataset, the CustFRE dataset, for eval-

uating family RE systems.

2. Enhancement of the TACRED dataset’s family relations subset.

3. Formulation of rules to recognize family relations between person mentions

in a sentence.

Through these contributions, the objectives and scope which were defined for this

work have been met, the research questions have been answered, and hence the

problem which was identified for this research has been solved.
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1.11 Dissertation Organization

Rest of this dissertation is organized as follows:

� Chapter 2 describes the relevant literature investigated; the shortcomings

identified, the evaluation metrics used, the benchmark datasets available

and the systems selected for comparison.

� Chapter 3 details on the selection and assessment of benchmark datasets;

the criteria devised for dataset quality assessment, the shortcomings found

in available datasets and the preparation and creation of enhanced datasets.

� Chapter 4 explains the first module of the proposed information extraction

system, CustNER, for recognition and classification of person (male and

female), location and organization type NEs in English text; implementation

of CustNER; and its evaluation and comparison with existing systems.

� Chapter 5 describes the second major component of the proposed IE sys-

tem, CustRE, for extraction and classification of family relations between

person entities in text; implementation of CustRE; and its evaluation and

comparison with existing systems.

� Chapter 6 concludes the dissertation along with outlining future research

directions.



Chapter 2

Literature Review

The main difficulty in building KG is that existing systems are unable to com-

pletely and accurately extract entities and relations. The better and accurate

these are extracted, the more accurate KG could be build. Initial experiments of

this work suggest that results of existing systems for NER and FRE are not very

good, see Tables 1.1 to 1.3. To further investigate this, relevant literature has been

reviewed, with the following main aims:

1. To study existing NER and RE work to improve our understanding on the

topic.

2. To find available datasets for NER and RE.

3. To find existing NER and RE systems whose APIs or implementations are

available, in order to prepare a test bed for experimentation and comparison.

4. To find the standard evaluation metrics used for evaluating NER and RE

systems.

This chapter mainly describes steps 2, 3 and 4 of the research methodology, see

Fig. 1.6, that is, improve understanding of the problem by reviewing literature,

identify categories of problem, and identify existing systems and datasets.

22
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Table 2.1: Year wise distribution of papers reviewed

2005-07 2008-10 2011-13 2014-16 2017-19 2020-22 Total

Rule-based NER 1 1 2 0 1 5 10

ML based NER 1 1 0 3 1 4 10

Hybrid NER 0 0 1 1 4 0 6

Rule-based FRE 0 1 1 1 1 1 5

ML based FRE 0 0 0 1 1 3 5

Hybrid FRE 0 0 0 3 0 0 3

Total 2 3 4 9 8 13 39

The search strategy adopted for selecting papers is given in Appendix B. The

following inclusion criteria were developed to enhance the likelihood that relevant

articles would be included:

1. Literatures published as journal papers, conference papers, books, book

chapters and technical reports.

2. Papers describing techniques for recognition of person, location and organi-

zation type NEs from English texts.

3. Papers presenting techniques for relation extraction from English texts, that

include family types.

Exclusion criteria used to filter the articles include:

1. Papers not written in English.

2. RE papers not explicitly extracting any family relation.

3. Papers describing ML NER systems for languages other than English, or for

NE types other than person, location and organization.

A year wise distribution of the papers discussed in this chapter is given in Table

2.1. Next, the literature reviewed has been described, first for the NER field and

then for the RE field.
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2.1 Named Entity Recognition

The surveyed literature on NER is described under three main headings based on

the techniques used: rule-based systems, ML based systems, and hybrid systems.

In the next sections, relevant works are described that fall under each of these

categories.

2.1.1 Rule Based Systems

These systems are developed by carefully analyzing language texts and making

rules that recognize NEs from text. Rule-based systems usually perform better

for specific domains and need to be modified for application to another domain.

They are transparent and explainable models, that is, the model and the respective

predictions made by these systems are easily understandable by humans. These

systems are very fast and need less memory and computation power. But rules

are static by nature, are domain specific, and designing good rules is time taking

for the designer and requires expert knowledge. Several domain-specific rule-based

NER systems have been proposed in the literature.

Cucerzan [58] proposes a large scale system for NERD based on regular expres-

sions, gazetteers, and knowledge from Wikipedia and the web, for PER, LOC,

ORG and miscellaneous (MISC) classes. F1 0.84 is reported for the NER compo-

nent of the system, on the CoNLL 2003 evaluation dataset. The CoNLL03 dataset

is available online. The system is for general English language, but is described at

an abstract level and is not publicly available.

Riaz [59] proposes a rule-based NER algorithm for Urdu language that he demon-

strates outperforms the systems which use statistical learning models. The rules

are created for 6 classes by analyzing 200 documents of Becker-Riaz corpus, the

experiments are run on 2,262 documents and 91.1% F1 is reported. The rules are

only described at an abstract level and the system is not openly available. Singh,

Goyal, and Lehal [60] later propose an Urdu NER system that tags into the 12 NE
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classes used in IJCNLP-08 workshop. System is described at very abstract level,

reporting F1 score of 0.6 and 0.88 on two self created test datasets.

The system proposed by Hakimov, Oto and Dogdu [61] identifies NEs, disam-

biguates and links them to DBpedia, it does not classify NEs. The system parses

text using an adjusting sliding window, consecutive words in the window are

searched in DBpedia and the window is adjusted if a match in DBpedia is not

found. When multiple matches are found, all of them are kept as candidates for

later disambiguation. A graph is then constructed where nodes are the spotted

entities, and edges are the wikiLinks between them. Graph centrality scores are

then used to disambiguate the entities, the node with highest centrality score is

kept and the other nodes are removed from the graph. Two gold sets are used for

evaluation: DBpedia Spotlight Project dataset and a self-created dataset, and F1

50% and 41% has been reported. Online links for both dataset and system are

given in the article, but both the links are not working.

Mesmia, Haddar, Friburger, and Maurel propose CasANER [62], a system for

recognizing NEs for Arabic language. The system is based on a deep categorization

made using Arabic Wikipedia corpus. This system reports F1 0.91 on a corpus

constructed using Arabic Wikipedia articles and 0.67 on ANERcorp.

Sanjaya and others [63–65] have designed rules around morphological and contex-

tual features to detect PER, LOC and time entities from Balinese texts, reporting

F1 0.85 on self created dataset. Rules are not described in the article, only one

sample rule is presented. Prasad and Sharma [66] develop a rule based system for

recognizing entities related to food and health issues from home remedies weblogs

in Hindi language, and report accuracy of 0.925 on self created dataset.

Tarmizi and Saad [67] propose a rule base system for extraction of eight type

of entities (person, prophet, group, location, afterlife, god, creation, stime) from

English translation of the Holy Book of Quran. Output of Spacy NER is used

as input to the system. Two types of rules are developed, one that use pre-

defined gazetteers to match entities, and other that use regular expressions to
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match common patterns of entities. F1 0.94 is reported on the English translation

of chapter 21 of the Holy Quran, whereas Spacy performed only 0.61 F1.

Table 2.2 presents a summary of the systems described in this section, in terms of

the domain for which system is built, datasets used, results reported, and whether

the datasets and the systems are openly available or not. It can be seen from Table

2.2 that existing rule-based NER systems are mostly domain-specific, or are for

languages other than English, and are usually tested on self created unpublished

datasets. The works by Cucerzan [58] and Hakimov, Oto and Dogdu [61] are for

general English language, but [61] only identifies NEs, it does not classify them.

Only the system by Cucerzan [58] recognizes NEs from general English text for

general classes. This system reports an F1 0.84 on the CoNLL03 dataset, which

is low and should be improved further. Moreover, none of these systems is openly

available for other researchers to use and test. Usually rules are not described by

the authors, and even when described, they are presented at very abstract level

that does not enable other researchers to use them. Of the datasets used by these

systems, the only dataset for English language which is openly available, is the

CoNLL03 dataset.

2.1.2 Machine Learning Based Systems

These systems use machine learning techniques or statistical models for recogniz-

ing NEs. ML systems are dynamic in nature, can usually be retrained on different

datasets and applied to different domains, but are complex and difficult to com-

prehend. In ML, NER task is considered a classification task i.e. to classify text

into predefined classes e.g. PER, LOC, ORG classes. The Stanford NER and

the UIUC (University of Illinois at Urbana Champaign) NER, are well-known and

widely used systems [68–71]. Developers of Stanford NER, Finkel et al. emphasize

the need to model global structure in extraction models and use Gibbs sampling

to incorporate long-distance text dependencies into a CRF-based NER system,

train it on a mixture of CoNLL03, MUC-6, MUC-7 and ACE NE corpora, and get

improved F1 of 86.86 on CoNLL03 dataset [27].
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Table 2.2: Summary of Rule-based NER systems

Year Domain Dataset Reported

F1

Dataset

Available?

System

Available?

2007 [58] English Text CoNLL03 dataset 0.84 ✓ ×

2010 [59] Urdu Text Becker-Riaz corpus 0.91 ✓ ×

2012 [60] Urdu Text 2 self-created datasets 0.6 and 0.88 × ×

2012 [61] English Text Extraction from DBpedia spotlight, and a

self-created dataset

0.5 and 0.4 Link down1 Link down1

2018 [62] Arabic Text Extraction from Arabic Wikipedia, and

ANERcorp

0.91 and 0.67 × ×

2021 [63–65] Balinese Text Self-created dataset 0.85 × ×

2022 [66] Hindi home

remedies weblogs

Self-created dataset Accuracy

0.93

× ×

2022 [67] English Quranic

Text

English translation of the 21st chapter of

the Holy Quran

0.94 × ×

1Last accessed 17th June 2022
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The developers of the UIUC NER system, Ratinov and Roth [29], emphasize the

necessity of using prior knowledge and non-local decisions in NER. The authors

have gained improved performance by; using naive greedy left to right inference

algorithm; using a regularized averaged perceptron model for sequential inference;

using a combination of three techniques for incorporating non-local features: con-

text aggregation, two-stage prediction aggregation and extended prediction his-

tory; and using two external knowledge sources (unlabeled text and gazetteers).

The system is trained on CoNLL03 shared task data and reports 90.8 F1.

JERL [68] is a probabilistic graphical model that jointly optimizes NER and link-

ing tasks completely together. It is a ML-based method that uses hand-engineered

features. JERL extends Semi-CRF to model entity distribution and mutual depen-

dency over segmentations. It uses conditional log likelihood with L2 normalization

as the objective function in training and a limited-memory quasi-Newton method

[72] to solve the optimization problem. It extends the Viterbi algorithm to exactly

infer the best assignment. JERL reports F1 91.4% on CoNLL03 dataset.

Scharolta Katharina [73] uses word2vec with continuous skip gram model to ex-

tract word vectors, cluster word vectors using k-means clustering, and give cluster

of each word as a feature to LSVM for recognizing NEs. CoNLL03 dataset is used

and F1 83.8 is reported.

Lample, Ballesteros, Subramanian, Kawakami and Dyer [74] present two NNs for

NER. First is a hybrid of biLSTM and CRF. The second constructs and labels

segments using a transition based approach inspired by shift-reduce parsers. The

models rely on two information sources: character based word representations

learned from supervised corpus and unsupervised word representations learned

from un-annotated corpora. For both the models, training is done using back

propagation algorithm, updating the parameters on every training example, using

SGD. CoNLL03 dataset is used. The system is claimed to outperform all previous

NER systems for German, English and Spanish languages.

NER frameworks have also been proposed that do not start NER from scratch, but

rather use the NER output of existing systems (such as of Stanford NER and/or
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UIUC NER) as input to their systems and build on top of that to give improved

NER results. René Speck and Ngomo [31] offer a multi-lingual ensemble learning

framework, FOX, that takes outputs of several existing NER systems (Stanford,

UIUC, the Ottawa Baseline Information Extraction [75] and the Apache OpenNLP

Name Finder2) as input and claims to give improved classification results as output

for PER, LOC and ORG classes. An F1 of 86.12% is reported on the OKE 2017

dataset for NE identification task [13].

Xiaofeng et al. [76] propose LDDFC, a method for constructing NEs dictionary

from labeled data and incorporating dictionary feature in biLSTM-CRF model,

for improved recognition of NEs. During the training stage, the dictionary is

built from training dataset; but during the testing stage, authors use SENNA3

dictionary (including 171,142 entries categorized into four classes: PER, LOC,

ORG and MISC) and token-level matching. Authors report an F1 score of 82.6 on

CoNLL03 dataset when the word embeddings are randomly initialized, and 90.8

when GloVe [77] word embeddings are used.

An important decision in constructing ML based NER systems is that of repre-

senting entities. Conventional entity representations assign each entity a fixed

embedding vector which stores information regarding the entity in a knowledge

base [56], for example [78–84]. These approaches cannot represent entities which

do not exist in the knowledge base. So recent studies [85–90] have moved towards

using contextualized representations of entities computed based on contextualized

word representations (CWRs), which provide effective general-purpose word rep-

resentations trained with unsupervised pre-training tasks based on language mod-

eling. Most recent models are based on transformer trained using a task similar

to masked language model. These include BERT [91], RoBERTa [92], XLNet [93],

SpanBERT [42], ALBERT [94], BART [95], and T5 [96]. Numerous recent studies

have also explored methods to enhance CWRs by injecting them with knowledge

from external KBs, for example ERNIE [85], K-Adapter [89], KnowBERT [87] and

LUKE [56].

2https://opennlp.apache.org/
3https://ronan.collobert.com/senna/

https://opennlp.apache.org/
https://ronan.collobert.com/senna/
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LUKE uses transformer with an entity-aware self-attention mechanism which is

trained on a large entity-annotated corpus from Wikipedia. LUKE is designed to

effectively solve entity-related tasks and achieves superior empirical results to ex-

isting methods on many entity related tasks including NER and RE tasks. LUKE

is the highest scorer on CoNLL03 NER dataset, reporting an F1 of 94.3. But,

these deep learning (DL) models are data-hungry and computationally very ex-

pensive. LUKE is pre-trained on Wikipedia dataset containing 3.5 billion words

and 11 million entity annotations and trained on CoNLL. LUKE’s pre-training

took 30 days on a server with 2 Intel Xeon Platinum 8168 CPUs (each containing

24 cores) and 16 NVIDIA Tesla V100 GPUs. Further, LUKE’s training on CoNLL

took 203 minutes on a server with 2 Intel Xeon E5-2968 v4 CPUs (each having 16

cores) and 8 V100 GPUs.

Harrando and Troncy [97] have considered NER as a graph classification task. Au-

thors experimented with 4 different graph representations. The best F1 score is

achieved by GCN, i.e. 81.0. Wang et al. suggest kNN-NER [98], a framework for

augmenting k nearest neighbours from the training set into the entity labels dis-

tribution of existing NER models, at inference stage, for improving performance.

Authors experiment with BERT and RoBERTa NER models and demonstrate an

improvement of upto +2.24 and +1.59, respectively, in F1 results of the vanilla

models. On the English CoNLL03 dataset, highest F score is made by kNN-

RoBERTa, 92.39%.

Table 2.3 presents a summary of the systems described in this section, in terms of

the main technique used, classes of NEs recognized, dataset used, result reported,

and whether the dataset and the system are openly available or not. It can be

seen from Table 2.3 that the dataset used by most existing ML NER systems for

the purpose of reporting and comparing results is the CoNLL03 dataset. Many

of these systems are openly available. Experiments have been performed with

some of these openly available well known NERs by giving some test examples.

Analysis of the annotations made by these systems on the OKE dataset reveals

that the NEs missed by these NERs are mostly similar (refer to Table 1.1). For

instance, from the text “The man was arrested upon landing and South Korean
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Table 2.3: Summary of ML NER systems

System/

Year

Technique Classes Dataset Reported

F1

Dataset

Available?

System

Available?

Stanford,

2005 [27]

Conditional random fields with

gibbs sampling

PER,LOC,ORG,

MISC

CoNLL03 0.86 ✓ ✓

UIUC,

2009 [29]

Regularized averaged perceptron

model for sequential inference

PER,LOC,ORG,

MISC

CoNLL03,

MUC-7

0.91, 0.86 ✓ ✓

JERL,

2015 [68]

Extended semi-CRF PER,LOC,ORG,

MISC

CoNLL03 0.91 ✓ ×

2015 [73] word2vec, continuous skip gram,

LSVM

PER,LOC,ORG,

MISC

CoNLL03 0.84 ✓ ×

2016 [74] biLSTM-CRF and Stack-LSTM

NNs

PER,LOC,ORG,

MISC

CoNLL03 0.90 ✓ ✓

Continued on next page
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Table 2.3 – continued from previous page

System/

Year

Technique Classes Dataset Reported

F1

Dataset

Available?

System

Available?

FOX, 2017

[31]

Ensemble Learning of Stanford,

UIUC, Balie, OpenNLP NERs

PER,LOC,ORG OKE 0.86 ✓ ✓

LDDFC,

2020 [76]

NE dictionary incorporated as

feature in biLSTM-CRF

PER,LOC,ORG,

MISC

CoNLL03 0.90 ✓ ×

LUKE,

2020 [56]

BiTransformer with entity-aware

self-attention

PER,LOC,ORG,

MISC

CoNLL03 0.94 ✓ ✓

GraphNER,

2021 [97]

Graph classification, GCN PER,LOC,ORG,

MISC

CoNLL03 0.81 ✓ ✓

kNN-NER,

2022 [98]

Integrate kNN into existing NER

models

PER,LOC,ORG,

MISC

CoNLL03 0.92 ✓ ✓
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police said he was drunk . . . followers worldwide were checking Twitter to find

out what . . . ”, Stanford, Illinois and FOX NERs fail to recognize the organization

NEs South Korean police and Twitter, which belong to missed NEs type 1 (organi-

zation NEs augmented with nationalities) and type 2 (NEs having corresponding

DBpedia resources) respectively. It has been analyzed that NEs not recognized

by ML NER systems are similar, but since ML systems are black box, it could

not be interpret why these systems are missing similar NEs from recognition. DL

based systems have generally reported good performances, but this high perfor-

mance comes at the expense of high computation and memory requirements, for

both the training and inference phases of DL. Training a DL model is expensive

due to millions of parameters that need to be iteratively refined many times. In

DL inference, the input data passes through many layers in sequence, each layer

performs matrix multiplications on the data, and the output of one layer is input

to the subsequent layer. There are a large number of parameters in the matrix

multiplications, resulting in many computations being performed. Thus inference

is also very expensive. High accuracy and high resource consumption are defining

characteristics of DL methods [99].

2.1.3 Hybrid Systems

Systems have also been proposed in the literature, which are a hybrid of heuristics

and ML techniques. Sil and Yates’s [100] propose NEREL, which considers NERL

a joint task and solves them together, instead of dealing with them as two separate

tasks which are usually performed in a pipeline. Taking a large set of candidate

mentions from UIUC NER and heuristics, and a large set of entity links from

typical Entity Linking (EL) systems, NEREL ranks the candidate mention-link

pairs together making joint predictions. System uses Maximum Entropy model

to estimate probabilities, and L2-regularized conditional log likelihood (CLL) as

the objective function for training. Three test sets are used: ACE, MSNBC and

CoNLL03 datasets. The labeled data for evaluation contains annotations for links

of NEs, and not the entity type tags. The system is reported to outperform two
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state-of-the-art NER systems: the UIUC NER and the Stanford NER systems, on

the NER task, and six state-of-the-art EL systems on the EL task.

Chabchoub et al. [101] propose a system that gets input text annotated using

an existing NER system, Stanford NER, and four semantic annotators: Dbpedia

Spotlight, Babelfy, AIDA and TagMe. Entities annotated by these five annotators

may be different or may have overlapping. If there is overlapping in the entities,

then the largest of these overlapping annotations is selected. The system then

uses some heuristics to enlarge the mentions further if possible. F score of 78.94%

for entity recognition task on OKE16 train dataset and 73.27% on OKE15 eval-

uation dataset has been reported. This system is the winner of Open Knowledge

Extraction (OKE) challenge 2016, task1 (entity recognition, linking and typing).

The system ADEL combines results of several extractors and proposes a flexi-

ble system in which user can configure which of these extractors to include for

recognition [32, 33, 102]. The extractors are dictionary, POS tagger, off-the-shelf

NER systems (Stanford NER, OpenNLP), date, number and co-reference extrac-

tors. The system then uses an overlap resolution module, which comprises some

heuristics and takes union of annotations from the extractors to finalize the anno-

tations. An F score of 87.21% is reported for ADEL on the OKE 2017 dataset for

NE identification task [13].

Marrero and Urbano [103] propose RB-AL (rule-based active learning), a system

for generating NER rules. The system semi-automatically learns regular expres-

sions and JAPE (Java Annotations Patterns Engine) patterns without using any

annotated corpora, by using some annotated seed examples. The method uses

features to describe entities at character and token levels. Experiments have been

performed on the Software Jobs Corpus4, having annotations for 17 entity types

related to jobs postings like postdate, phone, country, city, state, salary, recruiter,

etc., 1 more entity type, phone number, is annotated by authors. An F score of

0.73 is reported for annotating entities when 100 seeds are used.

4ftp://ftp.cs.utexas.edu/pub/mooney/ie-data/jobs300data.tar.gz

ftp://ftp.cs.utexas.edu/pub/mooney/ie-data/jobs300data.tar.gz
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Chen et al. [99] demonstrate that prior knowledge (like knowledge graph, syntac-

tic dependency of input text) could be decomposed into a set of logic rules, which

could be embedded into RNNs to improve RNNs’ performance for NER task. Au-

thors have experimented on CoNLL03 dataset with three methods; RNN, LSTM

and bi-LSTM, and reported F scores of methods improving by approximately 2%

when logic rules are embedded in them. Best performance has been reported for

logic rules embedded biLSTM, an F score of 81.6%.

Han et al. [104] present TANER, which conducts NER and NEN simultaneously

and combines bi-LSTM with a rule-based mention-pair extractor and CRF. The

NEN module of TANER uses syntactic and lexical rules to identify abbreviated

mentions of NEs in text which were missed by Stanford NER. Here is an example

rule from TANER: if A is a substring of F and text has pattern F−A, then A is an

abbreviation of F and both A and F refer to same NE. This way, TANER utilizes

general knowledge for recognizing and normalizing new entities from definitions

present in the text. On CoNLL03 dataset, an F score of 90.87 has been reported

by the NER system. Though, there is a serious problem with TANER’s rules. The

lexical condition that TANER checks for abbreviations is that it is a substring of

the entity. Consider the text: “The University of Lahore-the first to start this

program ...”. In this text, “The University of Lahore” is the full name F and

“the” is its abbreviation A according to the proposed rules. Because it satisfies

both a syntactic pattern: “F −A” and a lexical pattern: “A is a substring of F”,

hence A is an acronym for F according to TANER, but this is not correct, as “the”

is not an acronym of “The University of Lahore”. Hence just checking substring

is not sufficient for recognizing abbreviated mentions of NEs, thus demonstrating

the need for formulation of better rules that can recognize abbreviations/acronyms

missed by TANER. Yet, Han et al., [104] have rightly identified one type of NEs

which the existing systems fail to recognize, the acronyms.

A summary of the systems for English language described in this section, is given

in Table 2.4. It can be seen from the Table that the only general datasets used

by existing hybrid NER systems which are freely openly available, are the OKE

and CoNLL03 datasets. From the systems listed, ADEL is the only one openly
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Table 2.4: Summary of hybrid NER systems

System/

Year

Technique Classes Dataset Reported

F1

Dataset

Available?

System

Available?

NEREL,

2013 [100]

Existing system (UIUC NER)

+ heuristics + MaxEnt

PER,LOC,ORG,MISC ACE, CoNLL03 0.92, 0.88 For 4000$,

✓

×

2016 [101] Stanford NER + heuristics PER,LOC,ORG OKE 0.73 ✓ Link down5

ADEL,

2017 [32]

Existing systems (Stanford,

OpenNLP) + heuristics

PER,LOC,ORG OKE 0.87 ✓ ✓

RB-AL,

2018 [103]

Rules + clustering + active

learning

18 classes:postdate,

country,recruiter,. . .

Software Jobs

corpus

0.73 ✓ ×

2019 [99] Rules + RNN PER,LOC,ORG,MISC CoNLL03 0.81 ✓ ×

TANER,

2019 [104]

Rules + bi-LSTM + CRF PER,LOC,ORG,MISC CoNLL03 0.90 ✓ ×

5Last accessed 19th June 2022



Literature Review 37

available. The annotations made by ADEL on the OKE dataset were analyzed

and again it was found that the types of its false negatives is also similar (refer to

Table 1.1). The entities, which get missed from recognition by Stanford, Illinois

and FOX NERs, get missed from annotation by ADEL as well. For instance

ADEL also fails to annotate the NEs South Korean police (missed NEs type 1,

entities containing nationalities) and Twitter (missed NEs type 2, entities having

corresponding DBpedia resources).

2.2 Relation Extraction

In this section, the existing work related to family relations extraction has been

reviewed. There are mainly three categories of methods; rule-based, ML based,

and hybrid of both.

2.2.1 Rule based methods

Although family relation type has been part of the Automatic Content Extraction

(ACE) editions in one form or the other [6], but specifically extracting family rela-

tions started gaining more interest during the last decade, after Santos et al. [105]

presented a rule based system to extract family relations such as uncle, parent,

sibling, etc. from Portuguese narrative. They extend the rule-based grammar, al-

ready implemented in syntactic parser of the Portuguese NLP pipeline developed

at their L2F6 lab, to identify family relations. The system uses 99 rules including

both global and specific rules and mainly utilizes the dependency structure of the

sentence. The word features used are related to gender, number, the lemma of a

word, person nouns and the feature “relative” that is present in every word related

to a family relation. The authors evaluate their system on two small datasets: first

is the biographies of Portuguese kings from Wikipedia which they manually an-

notated (contain 105 family relations) and the second is 21 sentences taken from

6Spoken Language Systems Laboratory of the Institute of Systems and Computer Engineering
- Research and Development
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CETEMPublico7 corpus. The datasets are not publicly available. F scores of 35%

on first dataset and 45% on second dataset have been reported. These scores are

not satisfactory, signifying the need for better techniques for extraction of family

relations between persons.

Kokkinakis and Malm [46] propose using two techniques for extracting relations

between persons from Swedish prose fiction corpus. RE is mainly based on the

context between two relevant person entities, and utilizes three online resources:

the Relationship vocabulary and two Swedish lexical semantic sources. Appropri-

ate relationship oriented lexical units as well as relation labels are identified with

the help of these resources. If the number of tokens (context) between two person

entities is less than 4, then they are labeled by simple pattern matching with the

resources. Average F score of 84.7 has been reported for such cases. For longer

contexts (number of tokens 4 to 10) between persons, bag of words context vec-

tors are produced. Most frequent words of the clusters are then picked manually

and mapped to the Relationship8 vocabulary. Average precision of 42.9 has been

reported for these cases. The low result suggests that considering only the most

frequent words between two persons is not sufficient to determine the relationship

between these persons. A technique better than frequent words mapping is needed

for effective identification of relations between persons.

Janakiraman [48] reports her experiments of extracting relationships between char-

acters of short stories, based on the hypothesis that words which surround a char-

acter pair describe the relationship between the pair. Bag of words approach

has been used to associate a set of words to a story character pair, then similar

character pairs are grouped based on the correlation coefficient between their as-

sociated words. The relation for a group of pairs is then determined by computing

a similarity score between the group’s associated bag of words and the predefined

relations. A corpus of 55 short stories taken from Project Gutenberg9 has been

manually annotated and used for the experiments and precision of 55% has been

reported. The system and dataset are not publicly available.

7http://www.publico.pt/
8https://vocab.org/relationship/
9https://www.gutenberg.org/

http://www.publico.pt/
https://vocab.org/relationship/
https://www.gutenberg.org/
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Romadhony et al. [106] propose rule-based open information extraction system

for Indonesian language, to extract as much relation triples as possible, without

restriction on the classes to be extracted. F1 score of 0.64 has been reported for

rules based on PoS tags and noun-phrases. As the relations generated are not

restricted to a vocabulary, it will cause redundancies in the KG.

Norabid and Fauzi [107] extract relation triples from web texts surrounding im-

ages (article title and image caption), to construct knowledge graph that describes

the image. A rule based triple extractor is developed by linguistically analyzing a

set of web news articles, and by utilizing dependency tree and PoS information.

The system does not use a pre-defined relation vocabulary, and generally uses

verbs as relations. The system reports precision of 0.9 and recall 0.6 on a man-

ually annotated dataset of 60 web news articles, containing 319 relation triples.

The approach is fine for describing images, but as it does not use a predefined

vocabulary, it will result in redundancies when the KG merges with other KGs.

Some key observations about these works are presented in Table 2.5, in terms of

the year of publication, language for which system is built, the relation classes

extracted by system, dataset used, result reported, and whether the dataset and

the system are openly available or not. It can be seen from Table 2.5 that existing

rule-based systems for extraction of family relations are tested on self created

unpublished datasets. The reported results are not very good, specifically, one

of the two systems for English language [48] reports a precision of 55% while the

other [107] does not map extracted relations to any ontology. These results are

not satisfactory and should be improved further. Moreover, none of these systems

is openly available for other researchers to use, test or extend.

2.2.2 Learning based methods

Efremova et al. [45] study two ways to extract the family relationships: marriage,

parent-child, widow-of, sibling-to, and nephew-of, from a collection of Dutch his-

torical notary acts. Authors designed a web interface to get data annotated from
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Table 2.5: Summary of Rule-based FRE systems

Year Language Classes Dataset Reported

F1

Dataset

Available?

System

Available?

2010

[105]

Portuguese Uncle,parent,sibling,

cousin,etc.

1. Manually annotated

Wikipedia king biographies, 2.

Sentences from CETEMPublico

0.35 and 0.45 × ×

2011

[46]

Swedish Relations between persons,

e.g. sibling,hasMet,

grandparent,employer,etc.

Sweden prose fiction corpus 0.42 precision × ×

2014

[48]

English Relations between

characters, e.g. friend,

parent,spouse,nephew

Manually annotated corpus of

short stories from Project

Gutenberg

0.55 precision × ×

2018

[106]

Indonesian Open relations Self created 0.64 × ×

2022

[107]

English Open relations Manually annotated dataset

from web news

0.72 × ×
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experts. In the first approach, authors generate all potential candidate pairs of

person names and then classify them into family relations or no relation using

SVM, where the text fragments around and between two names are used as fea-

tures. In the second approach, a HMM is trained and applied to annotate every

word in document with an appropriate tag indicating if it is a name, a speci-

fied relationship descriptor, or neither. The names connected to each other via

relationship descriptors are the relations. For the family relations having more ex-

amples in dataset, the results of HMM are better as compared to the classification

technique, while for relations having less examples, classification performs better.

In the best configuration, average F score for 5 relation types is 40%, with best

result reported for marriage relation, which has highest number of examples (530)

in dataset. This result is very low, implying that some technique other than SVM

or HMM should be developed for effective FRE.

Zhang et al. [2] realize that existing work on RE has been unable to achieve

sufficient recall or precision for the results to be usable. Authors identify two

reasons that held back RE research, the models used not being properly adapted

for RE task, and un-availability of well annotated dataset. Zhang et al. therefore

propose a new model, which integrates entity’s position-aware attention into an

LSTM sequence model for better suiting to relation extraction problem. The

word embeddings fed into the model have been initialized by pre-trained GLoVe

vectors [77] and are augmented with PoS and NER tags (using Stanford corenlp).

Furthermore, with the aid of crowdsourcing authors build TACRED, a very large

RE dataset, containing 106,264 examples of 42 TAC KBP relation types between

persons, locations and organizations (includes 5 family relation types). An F score

of 67.2% has been reported. This result is better than results of previous systems,

but still needs improvement.

In 2019, Researchers at Google AI Language propose a language representation

model BERT, Bidirectional Encoder Representations from Transformers [91], which

has caused a stir in the ML community by presenting SOTA results in a range of

NLP tasks, including natural language inference, question answering, etc. BERT

is pre-trained on unlabeled 3.3 billion word corpus (comprised of the BooksCorpus
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[108] and the English Wikipedia texts) and can be fine-tuned with one additional

task specific output layer per task, for the downstream NLP tasks. The pre-

training took 4 days on 16 cloud TPUs (64 TPU chips total). Numerous efforts

have since continued and various modifications of BERT have been proposed for

several NLP tasks including relation classification.

Joshi et al. present SpanBERT [42], a modification of BERT that represents and

predicts spans of tokens, instead of individual tokens. Authors suggest masking

contiguous random spans, rather than random tokens and predicting the entire

content of the masked span, without relying on the individual token represen-

tations within it, and demonstrate the effectiveness of their proposed technique

on several tasks including the relation extraction task, and report an F1 score of

70.8% on the TACRED RE benchmark dataset.

LUKE [56] extends BERT by using a new pre-training task that treats words as

well as entities in a given text as independent tokens and is trained on a large

entity-annotated corpus retrieved from Wikipedia. LUKE achieves strong empiri-

cal performance on five entity-related NLP tasks, and reports an F1 score of 72.7%

on TACRED, which, to the best of our knowledge, is the highest score reported

by an available system on TACRED relation extraction dataset.

Zhang et al. propose REKnow (relation extraction with Knowledge enhancement)

[109], a relation extraction framework for various relation settings. REKnow com-

bines input texts with knowledge available in dataset and backgroud external

knowledge from a KG (DBpedia), and gives this combined text to an existing

generative language model such as BART or T5, which generates relation triples.

This way, REKnow can generate relations for different RE datasets. Authors have

experimented with 5 datasets. F1 score of 74.6% is reported for TACRED dataset.

But this system is not openly available.

These DL systems have generally reported good performances, but this high per-

formance comes at the expense of high computational and memory requirements,

for both the training and inference phases of DL. Strubell et al. [110] argue that
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the accuracy improvements of DL models depend on the availability of exception-

ally large computational resources which necessitate substantial energy consump-

tion. Hence, these models are costly to train and develop, both financially, due to

the cost of hardware and electricity or cloud compute time, and environmentally,

due to the carbon footprint required to fuel modern tensor processing hardware.

These models demand multiple instances of specialized hardware such as GPUs or

TPUs, thus limiting access to these models on the basis of finances. Even when

these expensive computational resources are available, model training also incurs

a substantial cost to the environment due to the energy required to power this

hardware for weeks or months at a time.

One characteristic of ML systems is their lack of interpretability. These models

are generally opaque, and the international scientific community has labeled them

as black-box models because of the complex mathematical functions contained in

them, making them un-explainable [111].

Some key observations about these systems are presented in Table 2.6. It can be

seen from the Table that the RE dataset TACRED is available for a small fee, the

systems by Zhang et al. [2], SpanBERT and LUKE are openly available, and of

the openly available systems LUKE reports highest F1 score on TACRED dataset

(that is, 0.72). Scores of these systems are generally good on relation extraction

task, but not that good on extraction of family relations, see Table 1.2. As ML

based systems are black box, it could not be find out why these systems are not

good at extracting family relations.

2.2.3 Hybrid methods

Makazhanov et al. [47] use a combination of heuristics and supervised approaches

for extracting family relations like father, mother, daughter, son, child, etc. from

Jane Austen’s English novel “Pride and Prejudice”. Their method consists of four

main steps. First, each utterance (a span of narrative in quotes) is attributed to

one of the story characters. Then, those utterances are identified which contain any
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Table 2.6: Summary of learning based FRE systems

System /

Year

Technique Classes Dataset Reported

F1

Dataset

Available?

System

Available?

2015 [45] SVM, HMM Marriage,parent-child,

widow-of,sibling-to,

nephew-of

Dutch

historical

notary acts

0.40 × ×

2017 [2] LSTM, Glove word

embeddings

Includes sibling,parent,

child, spouse, other family

TACRED 0.67 For 25$ ✓

SpanBert,

2020 [42]

BERT for token spans Includes sibling,parent,

child,spouse,other family

TACRED 0.70 For 25$ ✓

LUKE,

2020 [56]

BERT for words and

entities

Includes sibling,parent,

child,spouse,other family

TACRED 0.72 For 25$ ✓

REKnow

2022 [109]

Generative language

model (Bart, T5)

Depends on dataset used TACRED 0.74 For 25$ ×
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of the nominal from a list of 635 nominals compiled by collecting WordNet10 syn-

onyms and hypernyms of basic family relation words. Next, relations are extracted

between the speakers and the characters they address. Finally, new relations are

derived from already extracted relations by propagation rules. F score of 61% has

been reported in best setting.

Devisree and Raj [49] propose a hybrid scheme that combines supervised and unsu-

pervised learning and rule-based approaches for extracting relations from stories.

Input story to the system is first pre-processed: tokenized, PoS tagged, NER tag-

ging and anaphora resolution is also achieved (using Stanford’s system). Sentences

from story are selected if they include the specified pair of story characters in them

and are classified into relation classes using Näıve Bayes Classifier. For sentences

that fail to get classified, semantic similarity using UMBC11 service is used to

classify them. Dataset has been prepared by collecting sentences related to re-

spective relationship (parent-child and friendship) and scoring sentences (0 to 5)

in accordance with the respective relationship. The system is tested on a set of 300

character pair relationships from 100 short stories for kids, the average F1 score is

83.19%. This score seems much better than all other reported scores on FRE, but

this system only classifies two relations (and just one family relation), and both

these relations are un-directed, whereas systems that classify parent and child re-

lations separately have to care for the direction of relation as well. Moreover, the

system is tested on very small size dataset, only 300 examples.

The Stanford corenlp’s KBP relation annotator [55], which is built on top of TAC

KBP 2015 slot filling task’s winning system [112], is a hybrid system consisting of

eight relation extractors; five rule-based relation extractors, an Open IE extrac-

tor, a self-trained supervised statistical extractor and a supervised NN extractor.

Before performing relation extraction, basic NLP tagging (PoS, lemmas, NEs, de-

pendency parses, corefs and Wikipedia links) is obtained using Stanford CoreNLP

[28], the Illinois Wikifier [113] and a set of gazetteers. The rule based extractors

use 169 dependency patterns, 4528 syntactic patterns, coref chains, edit distance

10https://wordnet.princeton.edu/
11http://swoogle.umbc.edu/SimService/

https://wordnet.princeton.edu/
http://swoogle.umbc.edu/SimService/
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between organization names and URLs, and a gazetteer of GPE entities. The out-

put from rule based extractors and from an Open IE system along with knowledge

from several KBs (Freebase, KBP, Google) is used to train the logistic regres-

sion (LR) classifier based statistical model. Some tricks are also applied to avoid

over-fitting and class skew. An LSTM based NN is trained on a fully supervised

dataset that is constructed from previous years’ KBP slot filling assessment files

and is labeled by online crowd sourcing. Output triples from the relation extrac-

tors are then fed into a series of post-processors. The post-processors generate

inverse relations from all predicted forward relations, perform model ensembling

by training an SVM over multiple relation extractors, and remove some of the

salient errors inevitably generated by the extractors. The system extracts the 41

TAC KBP relations (includes 5 family relations) from text and is openly available

online12. The system reports F1 22% and 31% on the KBP 2016 and 2015 English

slot filling datasets, respectively.

Table 2.7 presents key findings about these systems. It can be seen from the

Table that none of the datasets used by these systems is freely openly available.

The only system available is Stanford’s KBP system, which reports a very low F1

result (that is 0.31). The score of Devisree and Raj’s system [49] is highest, but

this system extracts only two relations and is tested on only 300 examples.

2.3 Findings of Literature Review

Reviewing the relevant literature, it has been found that many of the systems

and datasets are not openly available for other researchers to use and test. The

evaluation metrics used in the literature for reporting results is almost always

precision, recall and micro F1 score. For the general NER classes; PER, LOC,

and ORG, two openly available benchmark datasets have been found and hence

used for this work:

1. The OKE17 dataset
12Available at http://corenlp.run/

http://corenlp.run/
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Table 2.7: Summary of hybrid FRE systems

System

/ Year

Technique Classes Dataset Reported

F1 Result

Dataset

Available?

System

Available?

2014 [47] Rules + supervised

learning

Father, mother,

daughter, son, child,

etc.

Manually annotated

Jane Austen’s novel

“Pride and Prejudice”

0.61 × ×

2016 [49] Rules + supervised

and un-supervised

learning

Parent-child,

friendship, no-relation

Manually annotated

short stories

0.83 × ×

Stanford,

2016 [55]

Rules + supervised

learning

Relations between

PER, LOC, and

ORG, includes

sibling, parent, child,

spouse, other family

TAC KBP slot filling

data

0.31 For 1,000$ ✓
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2. The CoNLL03 dataset

The OKE dataset contains annotations for PER, LOC, and ORG classes, whereas

the CoNLL dataset contains annotations for one more class (i.e. MISC). The

MISC tags in CoNLL dataset have been ignored for computing results. For FRE,

only one relevant benchmark dataset has been found (available online for 25$),

and hence used for this work:

1. The TACRED dataset

2.3.1 Selection of Baselines

Following criteria has been used for selecting relevant existing systems as baselines

for results comparison, as it is inline with the scope defined for this research.

1. NER systems which annotate NEs of general types, and RE systems which

annotate relations of family types

2. The systems are publicly available

3. Systems reporting high F1 scores are selected

For NER, following baselines have been selected as they satisfy the criteria.

– LUKE [56]

– The UIUC (or Illinois) NER [29]

– The Stanford NER [27]

– FOX [31]

– ADEL[32]

From among the ML systems, LUKE has the highest reported F1, followed by

UIUC, and then Stanford and FOX (see Table 2.3). From the hybrid systems,

ADEL is the only one which is publicly available (see Table 2.4), while no system



Literature Review 49

from rule-based NERs is available (see Table 2.2). The baselines selected for RE

using the criteria have been listed below.

– LUKE [56]

– SpanBERT [42]

– The System by Zhang et al. [2]

– The Stanford KBP annotator [55]

From among the ML systems, LUKE has the highest reported F1, followed by

SpanBERT, and then Zhang et al.’s (see Table 2.6). From the hybrid systems,

Stanford is the only one which is publicly available (see Table 2.7), while no system

from rule-based systems is available (see Table 2.5).

2.3.2 Gap Analysis

Some available NER systems from the literature have been tested by giving some

input texts, and it has been found that, despite having reported good F1 results,

they are making many common mistakes, as mentioned in Table 1.1. Studying the

relevant existing literature, it has been further realized that there is much need for

improvement in FRE domain. The best results reported for English language for

a reasonable vocabulary of family relations are by LUKE and SpanBERT systems,

F1 score 72.7% and 70.8% respectively, on TACRED relation extraction dataset.

But these RE systems make many in-correct annotations for family relations, as

is evident from their decreased F1 scores on extraction of family relations (64.7%

and 42.1% respectively).

Best results among existing systems have been reported by DL systems which are

very time expensive. In order to extract NEs and relations to build a knowledge

graph which can answer precise queries, a deterministic information extraction

system for NER and FRE tasks is needed, having improved F1 score and less

computation time.
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Rule based systems are very light-weight and fast, need less memory and compu-

tation power. But designing good rules requires a lot of time, effort and expert

knowledge on part of the designer. F1 results reported by rule based systems for

general NER and RE are not very good. DL systems have reported best results

among existing systems, but are very expensive in terms of computation time and

memory usage. There is a need for devising a deterministic system which combines

the good of both techniques, that is, it extracts entities and relations with good

F1 and in less time.

As English grammar is generally not changing, so most of the times language

patterns for entities and family relations can be identified in text. This key obser-

vation leads to the following hypothesis.

Hypothesis: Regular patterns for entities (persons, locations, organi-

zations) and relations (family) exist in natural language texts.

By analyzing natural language texts from NER and FRE datasets, regular pat-

terns for NEs and family relations have been identified (listed in Chapter 1) and

the hypothesis is found true. So rules can be created against those patterns to

recognize NEs and family relations, to get improved F1 and with less expense

in terms of computation time. Moreover, as comprehensive datasets have been

selected for identifying regular patterns, therefore rules formulated against the

patterns should be dynamic and be applicable to any general English text.



Chapter 3

Datasets Selection and

Preparation

3.1 Introduction

Correct extraction of information from text is a big challenge. This research aims

do develop an IE system for improved extraction of NEs and family relations by

focusing on correcting the annotation mistakes made by existing systems. The

methodology adopted for developing the proposed system is Design Science re-

search methodology as proposed by Dresch et al. [57], because Design Science

seeks to consolidate knowledge about the design and development of solutions, to

improve existing systems, solve problems and create new artifacts.

For the development of proposed system, selection and preparation of datasets is

an important step of the methodology. The datasets (that is, corpus of running

texts with marked instances of NEs and relations) are usually required for training

the systems, and are essential for evaluating systems’ performance. The datasets

used for training should be correct and comprehensive, so that the rules formu-

lated by identifying language patterns in the dataset are dynamic and applicable

to any generic text. The datasets used for evaluation must also be correct and

comprehensive so that systems are fairly and correctly evaluated and compared.

51
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So before moving on to developing the proposed system, the datasets to be used

for training and testing need to be prepared. This chapter describes in detail the

corpora selection for this work, for NER and RE. The need for a criteria to assess

dataset quality is argued, and the proposed criteria is explained. It further details

how the proposed criteria has been applied to assess two existing NER datasets,

the OKE and CoNLL03 datasets, and two RE datasets, the TACRED-F and Cust-

FRE datasets; and the enhancements made to OKE and TACRED-F datasets. So

this chapter mainly describes step 4 of the research methodology (see Fig. 1.6),

that is, prepare datasets.

3.2 Datasets for NER

Some of the widely used NER gold standards include the CoNLL03 dataset [5],

the MUC06 dataset [3] and more recently the OKE17 dataset [13]. The first two

of the mentioned datasets, although more widely used, are homogeneous in the

sense that they are collected from single newswire sources: CoNLL is constructed

from Reuters Corpus [5] while MUC contains articles from Wall Street Journal [3].

The participants of MUC generally performed well on the dataset, many scoring

above 90% F score [114]. CoNLL also has reported results over 90% F score, for

example [29].

In contrast, the recent OKE dataset is heterogeneous in the sense that it has been

collected from various Web sources like blogs, webpages, news and micro-posts

etc., as the goal of the Open Knowledge Extraction (OKE) Challenge was to test

the performance of knowledge extraction systems with respect to the Semantic

Web. If a system performs well on the OKE dataset, it can be hoped that it will

perform well on common domains like web, news, micro-posts etc 1. The OKE

dataset has been used by some recent NER systems as a gold standard benchmark

to report their evaluation results, for instance [32]. The reported result of OKE

challenge winner system on the task is 49% F1 score [13]. So OKE seems a more

1https://project-hobbit.eu/challenges/oke2017-challenge-eswc-2017/

https://project-hobbit.eu/challenges/oke2017-challenge-eswc-2017/


Selection and Preparation of Datasets 53

realistic and difficult to achieve benchmark dataset and if a system performs well

on it, it can be hoped that the system will perform well on any general domain.

The NER datasets selected for this work are the CoNLL03 and OKE17 datasets

as they are freely available online.

3.2.1 The CoNLL Dataset

The CoNLL dataset here refers to the English dataset used for CoNLL-2003 shared

task. It contains newswire from Reuters Corpus: news articles between August

1996 and August 1997. The training and development data comprises news stories

from August 1996, while the test set consists of stories from December 1996 [5].

The dataset contains texts from different domains, from Sports, from education,

from politics, etc., as news can be about anything. The dataset is annotated with

four types of NEs, PER, LOC, ORG and MISC. MISC class represents NEs that

do not belong to any of the three class PER, LOC or ORG. Table 3.1 provides

some statistics of the dataset.

Table 3.1: Some statistics of the CoNLL dataset

Dataset Documents Number of Named Entities

PER LOC ORG MISC Total

Train 946 6600 7140 6321 3438 23,499

Dev 216 1842 1837 1341 922 5,942

Test 231 1617 1668 1661 702 5,648

Total 1393 10059 10645 9323 5062 35089

The dataset contains one word per line. Each line has four fields separated by

single spaces: the word, its part of speech tag, its chunk tag and its named entity

tag. Words tagged with O are outside of named entities and the I-XXX tag is used

for words inside a named entity of type XXX. An example sentence from CoNLL

train dataset is given in Table 3.2. This sentence contains three NEs, a person

Jimmy Thomson, a location Scotland and an organization Raith Rovers.
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Table 3.2: An example sentence from CoNLL03 dataset

Word PoS Chunk NER

Jimmy NNP I-NP I-PER
Thomson NNP I-NP I-PER
became VBD I-VP O
Scotland NNP I-NP I-LOC
’s POS B-NP O
first JJ I-NP O
managerial JJ I-NP O
casualty NN I-NP O
of IN I-PP O
the DT I-NP O
season NN I-NP O
on IN I-PP O
Tuesday NNP I-NP O
when WRB I-ADVP O
he PRP I-NP O
quit VBD I-VP O
Raith NNP I-NP I-ORG
Rovers NNP I-NP I-ORG
, , O O
bottom NN I-NP O
of IN I-PP O
the DT I-NP O
premier JJ I-NP O
division NN I-NP O
. . O O

3.2.2 The OKE Dataset

The OKE dataset here refers to the dataset used for Task1 of Open Knowledge

Extraction (OKE) Challenge at the Extended Semantic Web Conference (ESWC)

2017. Table 3.3 provides some statistics of the dataset.

The OKE dataset consists of short passages collected from different, public Web

pages (Wikipedia, News, and Blogs) about different topics. The data set is in turtle

format and contains annotations for entities that belong to one of the three classes:

person, location, and organization. But the entity type tags are not present in the

data set, i.e. the information that from these three classes which class an entity

belongs to, is not available in the dataset.
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Table 3.3: Some statistics of the OKE dataset

Dataset Documents Number of Named Entities

PER LOC ORG Total

Train 60 183 120 91 394

Eval 58 178 129 72 379

Total 118 361 249 163 773

The goal of the OKE Challenge was to test the performance of Knowledge Ex-

traction Systems with respect to the Semantic Web. As most of the content on

the Web consists of natural language text, hence a main challenge is to extract

relevant knowledge from this content, and publish it as triples on the Semantic

Web. The dataset therefore consists of texts collected from various public Web

sources like Wikipedia, news, and blogs, etc. An example entity annotation entry

from the OKE train data set is given in Figure 3.1.

Figure 3.1: An entity annotation entry from OKE data set

The data set contains annotations of NEs (belonging to DBpedia ontology classes:

Person, Place and Organisation) from input texts by their start and end indices,

and a link for each NE to the relevant DBpedia resource for disambiguation pur-

pose. As it can be seen in Figure 3.1, the entity type tags are omitted in the data

set, as entity typing was not required in the challenge task. Consider this example

input sentence from OKE train data set:

“Germany is a member of the United Nations, NATO, the G8, the

G20, and the OECD.”
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For this input, the data set contains the annotations specified in Table 3.4, in NIF

format.

Table 3.4: Annotations in OKE dataset for example sentence

Identified NE Generated URI Begin Index End Index

Germany http://dbpedia.org/resour

ce/Germany

0 7

United Nations http://dbpedia.org/resour

ce/United_Nations

27 41

NATO http://dbpedia.org/resour

ce/NATO

43 47

G8 http://dbpedia.org/resour

ce/Group_of_Eight_(G8)

53 55

G20 http://dbpedia.org/resour

ce/G-20_major_economics

61 64

OECD http://dbpedia.org/resour

ce/Organisation_for_Econ

omic_Co-operation_and_Dev

elopment

74 78

3.3 Datasets for Relation Extraction

Many existing works reported results of FRE on un-published datasets, for ex-

ample [44–49, 105], which are not available to other researchers for comparison

of results and improvement of systems. The only published dataset to the best

of our knowledge, having a reasonable size of vocabulary that can be used for

FRE purpose is the TACRED dataset. A dataset has therefore been constructed

for evaluating FRE systems, the CustFRE dataset. Next these two datasets are

described.

3.3.1 The TACRED-F Dataset

The TAC Relation Extraction Dataset (TACRED) [2] is a very large and chal-

lenging RE dataset [42], built over English newswire and web text used in the

http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/Germany
http://dbpedia.org/resource/United_Nations
http://dbpedia.org/resource/United_Nations
http://dbpedia.org/resource/NATO
http://dbpedia.org/resource/NATO
http://dbpedia.org/resource/Group_of_Eight_(G8)
http://dbpedia.org/resource/Group_of_Eight_(G8)
http://dbpedia.org/resource/G-20_major_economics
http://dbpedia.org/resource/G-20_major_economics
http://dbpedia.org/resource/Organisation_for_Economic_Co-operation_and_Development
http://dbpedia.org/resource/Organisation_for_Economic_Co-operation_and_Development
http://dbpedia.org/resource/Organisation_for_Economic_Co-operation_and_Development
http://dbpedia.org/resource/Organisation_for_Economic_Co-operation_and_Development
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yearly Text Analysis Conference’s (TAC) Knowledge Base Population (KBP) slot

filling evaluations during the period 2009-2014, and annotated through crowd-

sourcing via Mechanical Turk. The yearly TAC KBP slot filling tasks, starting

from 2009 [115] is the most widely-known effort to evaluate knowledge base pop-

ulation systems [2]. TACRED contains examples of 41 relations of organizations

and persons, such as, org:founded by, per:employee of, per:schools attended, etc.

and no relation to represent that none of the 41 relations exists between subject

and object. The no relation examples constitute 79.5% of the dataset, which are

demonstrated to be crucial for training high-precision RE models, as they ensure

that models trained on the dataset are not biased towards predicting false positives

on real world text. The average sentence length of dataset is 36.4, reflecting the

complexity of contexts in which relations occur in real-world text. It is publicly

available through the LDC for a small fee. Dataset is reported to have removed

duplicates and examples where subject and object overlap, and is estimated to

be 93.3% accurate. The dataset relation types include following 5 family relation

types:

per:other family, per:parents, per:siblings, per:spouse, per:children

The annotations of these family relations can be extracted from this dataset.

This dataset subset, henceforth referred as TACRED-F, can be used for training,

evaluating and comparing family relation extraction systems. Here F shows that

it is TACRED’s family relations subset.

TACRED contains separate files for training, development and testing purpose,

in conll and json formats. The examples in dataset are marked with subject and

object, and the RE task for systems is to recognize that out of the 42 relations,

which relation exists between marked subject and object entities. The dataset

is also annotated with Stanford’s part of speech (pos), named entity recognition

(ner) and dependency relation tags. Figure 3.2 gives an illustration example from

the training dataset in conll format.
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Figure 3.2: A sample example from TACRED dataset

As it can be seen from the example, the dataset in conll format has ten columns

which contain; the token number, the token, ‘SUBJECT’ for subject’s tokens and

– for others, NER tag of subject and – for others, ‘OBJECT’ for object’s tokens

and – for others, NER tag of object and – for others, part of speech tag of token,

NER tag of token, dependency tag of token and dependency head of token.

Python script has been written that extracts only family relations’ examples from

the full TACRED dataset i.e. all examples of relations: per:spouse, per:sibling,

per:parent, per:other family and per:children. Negative examples have also been

extracted from the dataset, that is, examples where no family relation exists be-

tween subject and object persons. Table 3.5 summarizes the number of examples

of each type of relation in TACRED-F dataset.

3.3.2 The CustFRE Dataset

The TACRED dataset is not found comprehensive in the sense that usually not all

family relations in a text are annotated in the dataset. For example, for the text

“Kollek is survived by his widow Tamar, son Amos and daughter Osnat.”, only
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Table 3.5: Relation distribution of TACRED-F dataset

Relation Class Number of Examples

Total Training Development Testing

per:children 347 211 99 37

per:other family 319 179 80 60

per:parents 296 152 56 88

per:siblings 250 165 30 55

per:spouse 483 258 159 66

Total positive examples 1,695 965 424 306

not known (negative examples) 1,101 555 262 284

Total examples 2,796 1,520 686 590

three family relations are annotated in the dataset, whereas eighteen relations can

be inferred from this text. The shortcomings in TACRED, the lack of available

family relation datasets with a reasonable vocabulary, and the desire to make a

fair evaluation of family relation extraction systems on a dataset that no system is

trained on, are the motivation for creating a new comprehensive FRE evaluation

dataset.

The CustFRE dataset [116] has the quality that for any text, it has been an-

notated with all the possible family relations. Annotation of all possible family

relations in dataset is important to get true picture of systems’ performance on the

dataset. It is therefore made sure that in CustFRE dataset, all possible relations

are annotated. For each input sentence all possible permutations of persons in the

sentence have been listed in an excel file. A team of Natural Language Processing

researchers then annotated each sentence permutation with the family relation

between those persons (or person pronouns) from the sentence. If a text contains

n persons, the number of possible relations between these persons is

P (n, r) =
n!

(n− r)!
(3.1)

Where r = 2, as this work is concerned with binary relations, i.e. relations between
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two persons. Permutations are being counted because the direction of relation is

important, i.e. the relation of X to Y might be different from the relation of Y to

X. As an example, consider the following text.

Mohib and Aamina tied the knot back in 2005 and also have a baby

daughter, Meissa Mirza, who was born in August 2015.

This text contains three persons, Mohib, Aamina and Meissa Mirza and therefore

six possible relations, as P (3, 2) = 6, as given below.

(Mohib, per:spouse, Aamina)

(Mohib, per:children, Meissa Mirza)

(Aamina, per:spouse, Mohib)

(Aamina, per:children, Meissa Mirza)

(Meissa Mirza, per:parents, Mohib)

(Meissa Mirza, per:parents, Aamina)

So all the six possible relations between these persons have been annotated in

the dataset. After data annotation was completed, an expert, working in the

fields of information extraction and NLP for over 30 years, verified the dataset

(manually going through every single of 2,716 annotations) and checked that the

dataset is correctly and completely annotated and does not contain any erronuous

annotations.

The pre-defined vocabulary used for this dataset contains the family relations

used in TAC KBP and TACRED, that is, the five family relations, per:spouse,

per:children, per:parents, per:siblings, and per:other family, and not known if

none of the five family relations exists between two persons. The sentences for

the dataset have been collected from three type of online sources, short stories2,

Wikipedia3 articles and family news from news and magazines websites4. A total

2Taken from https://americanliterature.com/100-great-short-stories
3http://www.wikipedia.org
4https://dunyanews.tv/, https://www.bbc.com/news, https://www.theguardian.com/,

https://www.timesnews.net/

https://americanliterature.com/100-great-short-stories
http://www.wikipedia.org
https://dunyanews.tv/
https://www.bbc.com/news
https://www.theguardian.com/
https://www.timesnews.net/
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of 248 sentences have been collected and each sentence contains two or more per-

sons. The dataset contains a total of 2,716 annotations. Average sentence length

of CustFRE, in terms of number of tokens, is 35. Number of examples of each

type of relation in the dataset are given in Table 3.6.

Table 3.6: Relation distribution of CustFRE evaluation dataset

Relation Class Number of Examples Percentage of Total

per:children 347 13%

per:other family 302 11%

per:parents 347 13%

per:siblings 282 10%

per:spouse 264 10%

not known 1,174 43%

Total 2,716 100.0%

3.4 Need for an Explicit Method to Assess

Datasets

Jha et al [117] observe that although using gold standard datasets for evaluating

IE systems has greatly spurred the development of better and better IE systems,

but there still are some shortcomings. Datasets do not share a common set of

rules pertaining to what is to be annotated. Moreover, most of the gold standards

have not been checked by other researchers after they have been published and

hence commonly contain mistakes. Checking the quality of datasets is therefore

important for progress in the IE field.

Additionally, while working with the IE datasets, several annotation mistakes

and in-consistencies have been noticed. Knowledge extraction is an extremely

important task in the field of Information Retrieval (IR). If knowledge is not

correctly extracted, then it is not useful for IR systems because it will generate

wrong results. Since systems are generally trained on some dataset, the dataset
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must be correct so that the systems may be trained correctly. If the dataset is

erroneous, the systems trained on the dataset would learn incorrect behavior and

would extract incorrect knowledge. Besides, the quality of dataset also directly

impacts the quality of evaluation performed using the dataset. So a criteria is

needed, against which the quality of existing benchmark datasets could be judged.

But no such criteria could be found in existing literature. Therefore, a criteria is

proposed in this work.

3.5 Criteria to Assess NER and FRE Evaluation

Datasets

To decide the criteria for assessing NER and FRE evaluation datasets, focus group

has been conducted with domain experts following the guideline provided by [118].

Focus group is a qualitative research strategy in which opinions on an issue are

explored through free and open discussion between members of a group and the

researcher. Focus groups are facilitated group discussions in which the researcher

raises issues or asks questions that stimulate discussion among members of the

group. The researcher selects a group of people whom he thinks are best equipped

to discuss what he wants to explore. Eight to ten people is the suggested ideal

size for such group. Focus group starts with broad discussion topic or question

posed by the researcher, providing a broad frame for discussion among the group

members. Specific discussion points emerge as part of the discussion. The group

extensively discusses the issue and arrives an agreement. A focus group is a good

choice when seeking direction, explanation, or in-depth dialogue. As a criteria for

assessing NER and FRE evaluation datasets is being sought, therefore focus group

with domain experts has been considered a good choice.

This focus group study aims to explore the properties that NER and FRE bench-

mark datasets ought to have. Eight domain experts having vast experience in
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Information Extraction, Natural Language Processing, and Computational Lin-

guistics were selected for the group. Profiles of selected experts are shown in

Table 3.7.

Table 3.7: Expert Profiles for Focus Group

Sr. Expert Profile Experts

1. Professor (Information Extraction and NLP) 1

2. Associate Professor (NLP and Computational Linguistics) 1

3. Assistant Professor (NLP and Computational Linguistics) 2

4. PhD Students (Information Extraction and NLP) 2

5. Lecturers (Mathematics and Statistics) 2

A prepared script, given in Fig. 3.3, was used to welcome participants, remind

them of the purpose of the group and to set ground rules.

The focus group was structured around a set of carefully predetermined ques-

tions, given in Figure 3.4, the discussion was free-flowing. Participant comments

stimulated the thinking and sharing of other participants.

The group went on to discuss the characteristics they thought were important

for datasets. It has been strived to gather as much information as possible, and

stopped when no new information was emerging.

Five sessions of 40 minute group discussion were conducted. The sessions were

conducted in a round table conference room, with facilities of white board, laptops,

multimedia projector and internet access.

Three main themes emerged during the group discussions, forming the minimum

criteria for assessing NER and FRE datasets. In the last session, the written cri-

teria that emerged during discussions, was given back to the group for correction,

verification and confirmation. The criteria is now stated.

For a benchmark dataset, three major properties must hold:

1. Accuracy
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Figure 3.3: The focus group introduction script

2. Completeness

3. Appropriate Size

3.5.1 Accuracy

Accuracy is the degree to which the annotations in the dataset match the valid

annotations. A valid annotation must be formally defined for the dataset, and is

given in Fig. 3.5 for NER datasets, and in Fig. 3.6 for FRE datasets.

Let AD represent the accuracy of dataset D, Ncorrect be the number of correct

annotations in the dataset and Ntotal be the total number of annotations in the
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Figure 3.4: The questions for stimulating focus group discussion

dataset. Then the first property, that is accuracy, can be measured quantitatively,

as given in 3.2.

AD =
Ncorrect

Ntotal

× 100 (3.2)

Due to the inherent ambiguities of natural language, a 100% accurate dataset

might not be possible, because at times an annotation considered correct by one

annotator might be considered in-correct by another annotator. A dataset D

which is at least 90% correct, can be considered acceptable, that is,

AD > 90% (3.3)

3.5.2 Completeness

The second quality, that is completeness, refers to the comprehensiveness or whole-

ness of the data. All possible annotations should be annotated in the dataset. For

NER datasets, all instances of person, location and organization in data should

be annotated. For FRE datasets, all possible combinations of person pairs in the

text should be annotated, either with a family relation or with not known.
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Figure 3.5: Definition of Valid Named Entity Annotation

Let CD represent the completeness percentage of dataset D, that is, from the total

number of possible annotations on D, what percentage of annotations is actually

found in D. CD is calculated as:

CD =
Ntotal

Npossible

× 100 (3.4)

Where Ntotal is the actual number of annotations in D, and Npossible is the number

of possible annotations on D.

For FRE datasets, if D has m distinct input texts, T1, T2, . . . , Tm , and each text

Ti has ni persons, then the number of possible annotations on the dataset D can
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Figure 3.6: Definition of Valid Family Relation Annotation

be calculated as:

Npossible =
m∑
i=1

P (ni, 2) (3.5)

Here P (ni, 2) is the number of 2-permutations of ni persons and can be calculated

using the permutations formula:

P (ni, 2) =
ni!

(ni − 2)!
(3.6)

Ideally, CD should be 100%, but a number close to 100% can be considered ac-

ceptable, that is,

CD ≈ 100% (3.7)

3.5.3 Appropriate Size

The dataset should have an appropriate size, which is a good representation of

the population. When the evaluation dataset is a good representation of the

population, only then can the results be generalized to the population and hence it

can be expected that systems which perform well on this dataset will also perform
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well in real situations. The population where NER and FRE systems are to be used

comprises general texts. Because the population is very large, Cochran’s formula

[119] is the most appropriate to use to determine sample size [120]. The Cochran

formula is considered especially appropriate in situations with large populations

and allows to calculate an ideal sample size given a desired level of precision,

desired confidence level, and an estimated proportion of the attribute present in

the population as:

no =
Z2pq

e2
(3.8)

Where no is the necessary sample size, the z − value is found in a Z table, p is

the (estimated) proportion of the population which has the attribute in question,

q is 1 − p , and e is the desired level of precision or the margin of error. A

95% confidence level and ±5% precision has been desired for this work. A 95%

confidence level gives Z value of 1.96, per the normal tables.

Population variance, p, can be estimated by conducting a pilot study [121].

For NER datasets, a pilot study was carried out on five randomly picked up news

articles from a news website5. The articles altogether consist of 122 sentences, out

of which 110 sentences have NEs. So the proportion of population which has NEs

is estimated to 110/122, which is 0.9. So the required sample size is:

no =
(1.96)2(0.1)(0.9)

(0.05)2
= 136.3 ≈ 137 (3.9)

A sample of 137 sentences gives the dataset that is representative of the whole

population, with a 95% confidence level and ±5% margin of error. Therefore an

NER evaluation dataset must have annotations for at least 137 sentences. Let

SNER D represent the size of an NER dataset D, then:

SNER D > 137sentences (3.10)

For FRE datasets, the target population contains all sentences having at least two

persons. A pilot study was conducted on five randomly picked up person articles

5https://dunyanews.tv/

https://dunyanews.tv/
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from Wikipedia. The articles altogether contain 110 sentences, of which 48 have

at least two persons (the target population). Of these 48, the sentences having

family relations are 8. So the proportion of two person sentences which have any

family relation is estimated to p = 8/48 = 0.17. So the required sample size is:

no =
(1.96)2(0.17)(0.83)

(0.05)2
= 213.42 ≈ 214 (3.11)

So a sample of 214 sentences from the target population (sentences having at least

two persons) gives the dataset that is representative of the whole population, with

a 95% confidence level and ±5% margin of error. Therefore an FRE evaluation

dataset must have annotations for at least 214 sentences. Let SFRE D represent

the size of an FRE dataset D, then:

SFRE D > 214sentences (3.12)

Next, the NER and FRE datasets selected for this research are assessed against

the devised criteria.

3.6 Assessment of Datasets

The NER and FRE evaluation datasets selected for this work, i.e. OKE, CoNLL,

TACRED-F and CustFRE datasets, have been carefully scrutinized against the

formulated criteria. For calculating accuracy and completeness of datasets, each

annotation in the datasets was manually checked by the authors. Since CoNLL is a

big dataset (containing 3,453 sentences in the test set), a sample was extracted for

the purpose of its detailed manual analysis. Of the 231 documents in the CoNLL

test dataset, 12 documents (i.e. 5% of the dataset) were used for the purpose of

computing accuracy and completeness values. For CustFRE dataset, since it is

made by ourselves, so it has been checked by another independent annotator for

accuracy and completion. The findings are summarized in Table 3.8 and detailed

next.
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Table 3.8: Summary of evaluation datasets assessment against devised criteria

Category Dataset Accuracy Completeness Size

NER
CoNLL 96.1% 98.3% 3453

OKE 83.5% 95.3% 176

FRE
TACRED-F 73.6% 20.8% 214

CustFRE 99.5% 98.9% 248

3.6.1 Accuracy

When the test datasets are evaluated with respect to accuracy, 220 of the 229 NEs

in CoNLL sample are found correct. The estimated accuracy of CoNLL is thus,

ACoNLL =
220

229
× 100 = 96.1% (3.13)

But many mistakes are encountered in the OKE dataset. 318 of the 381 NEs are

found correct. So the accuracy of OKE is,

AOKE =
318

381
× 100 = 83.5% (3.14)

From NER datasets, the accuracy of CoNLL is found acceptable, but that of OKE

dataset is not found up to the mark.

The TACRED-F test set has 590 annotations, out of which 434 are found correct.

The accuracy of the dataset is thus,

ATACRED−F =
434

590
× 100 = 73.6% (3.15)

The accuracy of TACRED-F is extremely low. Since the dataset has been an-

notated by Mechanical Turk crowd annotation [2], it seems like, many times the

annotators are not clear about the annotation criteria and are annotating based

on their subjective views. As an example, consider this text from the dataset,

“In addition to his(subj) wife, Meskill is survived by two daughters, Eileen Gallup

of New Britain and Maureen Heneghan(obj) of ...” A no relation is annotated in
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the dataset, whereas it is clear from the text that a per:children relation exists

between subject (his) and object (Maureen Heneghan).

The CustFRE dataset has 2716 annotations, of which 2702 are marked correct by

the annotator. The accuracy of CustFRE is thus,

ACustFRE =
2702

2716
× 100 = 99.5% (3.16)

The accuracy of CustFRE dataset is found up to the mark.

3.6.2 Completeness

With respect to completeness, 19 such cases were encountered in the OKE test set

where it was a named entity but the annotation was missing in the dataset. So,

COKE =
381

400
× 100 = 95.3% (3.17)

The CoNLL sample was found to have 4 such cases where an NE annotation was

missing in the dataset.

CCoNLL =
229

233
× 100 = 98.3% (3.18)

For TACRED-F test set, it is found that most of the times only the most apparent

family relation is annotated in the dataset. For each of the 214 distinct input text

Ti in the dataset, the number of persons in it were manually counted, i.e. ni, then

the number of 2-permutations of ni persons were calculated using equations 3.5

and 3.6. These totaled to 2,842. Whereas the actual number of annotations in the

dataset is 590. So the completeness percentage of TACRED-F is,

CTACRED−F =
590

2842
× 100 = 20.8% (3.19)
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For CustFRE dataset, the annotator reported 30 cases of missed relation annota-

tions. So the completeness of the dataset is,

CCustFRE =
2716

2746
× 100 = 98.9% (3.20)

So three of the four datasets are found reasonably complete. The completeness

percentage of TACRED-F is found extremely low and needs improvement.

3.6.3 Size

With respect to size, all four datasets were found satisfactory. The NER test

datasets, OKE and CoNLL have 176 and 3,453 sentences respectively, while the

FRE evaluation datasets, TACRED-F and CustFRE have 214 and 248 sentences,

respectively. As explained in previous section, NER evaluation datasets should

have at least 137 sentences (refer equation 3.10), while FRE evaluation datasets

should have at least 214 sentences (refer equation 3.12), so all four datasets have

a reasonable size.

3.7 Improving the Datasets

Based on the devised criteria, the CoNLL and CustFRE datasets are found up

to the mark, but several shortcomings have been encountered in the OKE and

TACRED-F datasets. These shortcomings have been removed and these two

datasets have been correctly and completely annotated.

3.7.1 The Improved OKE Dataset

The OKE dataset is collected from heterogeneous web sources like news, blogs,

Web pages etc. and is therefore a valuable resource for NLP and Semantic Web

researchers. Some enhancements have therefore been applied to the dataset, as

described below, to make this valuable resource even more useful.
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The OKE dataset has some mistakes and in-consistencies in annotations, which

result in the information extraction systems not being evaluated correctly. Some

example improper annotations in the dataset along with the corrections made are

given in Table 3.9. Notation ‘1’ in the column cell means annotation is done, YES,

and ‘0’ means it is not annotated, No. There was a need to remove the errors and

also to add entity type tags in the OKE dataset. Classification of recognized NEs

is usually an adjacent task to the NER task, jointly called the Named Entity

Recognition and Classification (NERC) task. Since the OKE dataset does not

contain entity type tags, therefore the OKE dataset has been annotated with

entity type tags as well.

The data set has thus been enhanced as follows:

1. The data set contains several mistakes and inconsistencies, as mentioned in

equation 3.14. These mistakes have been corrected and the annotations are

made consistent. Some examples are given in Table 3.9.

2. The OKE data set does not contain entity type tags, therefore the OKE data

set has been annotated with entity type tags.

3. Annotations of some NEs are not found in the dataset, as mentioned earlier

in equation 3.17, so these missing annotations have been added to complete

the dataset.

Some examples from the dataset now follow to elaborate the above points. Con-

sider for instance entities such as “Irish”, “Korean”, and “American” which are

annotated in the dataset, but these entities are actually nationalities and do not

belong to any of the three classes: Person, Location, and Organization. Since the

dataset is said to annotate instances of Person, Location, and Organization classes,

therefore such annotations have been removed from the dataset. Likewise, certain

entities which belong to Person, Location, or Organization class are not annotated

in the dataset. For example, “Ministry of Defense”, “Korean Air” and “Persian

army” are entities of type Organization but are not annotated in the dataset,
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Table 3.9: Examples of corrections made to the OKE dataset

Named
Entity

Previous
Annotation

Corrected
Annotation

Comments

American 1 0 American is type nationality, not
PER, ORG or LOC. Therefore, it
is removed from the dataset.

Korean 1 ORG:Korean
Air

Korean is nationality. But the
text actually has Korean Air,
which is an organization.

Ministry of
Defence

0 1:ORG Ministry of Defence is an
organization, but was not tagged
in data set.

Yonhap
news
agency

1 ORG:Yonhap Yonhap is name of organization,
not Yonhap news agency.

Russia 0 1:LOC Russia is a location, but was not
annotated.

Rose’s 1 PER:Rose ’s is not part of the person name
Rose.

King Koopa 1 0 King Koopa is a turtle-like
fictional character and not a
person, location or organization.

Persian
King
Xerxes

1 PER:King
Xerxes

Persian is not part of the person
name.

paraplegic
Marine
Jake Sully

1 PER:Marine
Jake Sully

paraplegic is not part of the
person name.

Santa 0 PER:Santa Santa or Santa Claus is a human
fictional character.

U.S. 0 1:LOC U.S. is a location named entity.

Joker 0 1:PER Joker is a person fictional
character.

Persian
army

0 1:ORG Persian army is name of an
organization.

Florence,
Italy

1 LOC:Florence,
LOC:Italy

This entity has been broken
down into two location entities,
Florence and Italy

FIFA 0 1:ORG FIFA is acronym of an
organization.

“U.S.” and “Iraq” are entities of type Location but are missed in the dataset, so

such overlooked annotations have been supplemented to the OKE dataset.
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Furthermore, several times, titles/words/characters describing an entity are also

part of the entity’s surface form in the dataset, while other times they are not.

For illustration purpose, reflect upon these entities from the dataset: “Rose’s”,

“legendary cryptanalyst Alan Turing”, “Persian King Xerxes”, “Britain’s” and

“paraplegic Marine Jake Sully”. In these annotations, the entities: Rose, Alan

Turing, King Xerxes, Britain and Marine Jake Sully are augmented with ad-

ditional words/characters which are actually not part of the entity, that is, the

words/characters: ‘s, legendary cryptanalyst, Persian, ’s and paraplegic, respec-

tively. To the extent of OKE challenge, it did not matter because the challenge

considered weak annotation for evaluation, where overlapping of entity bound-

aries is sufficient for correctness and exact boundary match is not required. But

as NERC tasks (including CoNLL 2003 shared task) generally use strong annota-

tion for evaluation which requires exact match of entity boundaries, for that reason

the annotation surface forms have also been refined and any supplementary words

which are not part of entity have been removed from them.

There are also some inconsistencies in the dataset. For instance, in text: “was born

in Greenwich Village, Manhattan, New York City”, Greenwich Village, Manhat-

tan, New York City is annotated as one entity. Whereas in text: “born in 1647

in Frankfurt, Germany”, Frankfurt and Germany are annotated as two separate

entities. To make the dataset consistent, any unified Location entities have been

broken into separate entities. The updated dataset is made available online at

https://github.com/Raabia-Asif/CustKnowledgeExtractor.

3.7.2 The Improved TACRED-F Dataset

The TACRED-F dataset has been enhanced by correcting the annotation mistakes

found in it (see equation 3.15) and by adding the relation annotations which are

missing in it (see equation 3.19). Some example incorrect annotations in TACRED-

F along with the corrections made are presented in Table 3.10.

https://github.com/Raabia-Asif/CustKnowledgeExtractor
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Table 3.10: Examples of Corrections made to TACRED-F Dataset

Sentence (with Subject
and Object in bold)

Relation
Marked

Corrected
Relation

Comments

Kelly arrives at People’s
Revolution and talks to
Whitney and Roxy about the
shoot, which went well except
for the “Brazilian bore”
model.

per:spouse not known No family relation is
evident from this
text

I noticed that everytime Jake
talks about why he likes
Vienna, he always says it’s
because of how good she
makes him feel.

per:other
family

not known They both refer to
same person

In addition to his (subj)
wife, Meskill is survived by
two daughters, Eileen Gallup
of New Britain and Maureen
Heneghan (obj) of Haddon
Heights, . . .

no relation per:children His refers to Meskill
and Maureen is his
daughter

Along with Washburn and
others, he performed some
tests on Mount McKinley.

per:other
family

not known No family relation is
evident from this
text

Davis told AP the items were
among many of the
space-related heirlooms her
husband left her when he died
in 1986.

no relation per:spouse He is her husband

In addition to his son Joel,
Buchwald is survived by
daughters Jennifer Buchwald
of Roxbury, Mass.; Connie
Buchwald Marks of Culpeper,
Va.; sisters Edith Jaffe, of
Bellevue, Wash., and Doris
Kahme, of Delray Beach.

per:other
family

per:siblings Because his sister
Doris Kahme is
mentioned in text

3.7.3 Evaluating the Improved Datasets

Next, the two enhanced datasets, OKE and TACRED-F, have been evaluated by

two independent evaluators against the quality assessment criteria, to ensure that
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the datasets have indeed been corrected and completed.

Evaluator demographics are being provided following the guideline of Bender and

Friedman [122]. The evaluators are bilingual (Urdu/English) researchers working

in the area of natural language processing at Capital University of Science &

Technology, Islamabad, Pakistan, having ages 30+ and 40+, one is male and other

is female. Based on income levels, the evaluators represent upper and middle class.

The evaluators evaluated the datasets independently in the light of proposed cri-

teria and definitions of valid annotations. Inter-rater agreement between the eval-

uators is calculated in terms of Cohen’s Kappa coefficient (κ) [123]. κ is a statistic

commonly used for testing inter-rater agreement. Its score can range from −1

to +1, where 0 represents the amount of agreement that can be expected from

random chance and 1 represents perfect agreement between the raters. Calcula-

tion of κ is performed using the method and formulas described by Cohen. The

degree of agreement between the evaluators is found to be 0.97 for OKE and 0.96

for TACRED-F. Results are interpreted as suggested in the literature [124]. As a

score above 0.9 represents that almost perfect agreement exists between annota-

tors, thus it can be inferred that the datasets have been corrected and completed

according to the criteria.

3.8 Summary

This chapter elaborated; the datasets selected for this work (OKE, CoNLL, Cust-

FRE and TACRED-F), the criteria proposed for assessing the quality of evaluation

datasets (includes accuracy, completeness and appropriate size), the shortcomings

found in OKE and TACRED-F datasets (contain in-correct and missing annota-

tions), and the preparation of enhanced OKE and TACRED-F datasets by over-

coming the shortcomings found. The enhanced versions of datasets prepared will

be used for evaluation of systems. Now the datasets are ready, next two chapters

describe creating the proposed system for improved IE.



Chapter 4

CustNER - An Improved System

for Named Entity Recognition

4.1 Introduction

This chapter describes the system module CustNER, proposed to meet RO1, to

recognize NEs of PER, LOC and ORG types by overcoming the limitations of

existing NER systems as outlined in section 1.3, by devising rules against the

following regular patterns of NEs missed by existing systems:

1. Entities containing nationalities

2. Entities having corresponding resources in DBpedia

3. Acronym NEs

4. Re-occurrences of already identified NEs

Instead of starting from the scratch, outputs of existing systems have been uti-

lized. The patterns missed by existing systems on OKE training dataset have

been carefully analyzed and rules have been developed to recognize each type

of pattern missed by existing systems. Rule development has been a complex

process as making rule for one pattern disturbs recognitions by other rules, and

requires revisiting and fine tuning the developed rules over and again. CustNER

78



CustNER - An Improved System for Named Entity Recognition 79

also links NEs to corresponding DBpedia resources, and for person entities it also

identifies the gender of person. The proposed system is available at the link:

https://github.com/Raabia-Asif/CustKnowledgeExtractor

4.2 The System CustNER

CustNER does not solve the NER problem from scratch, rather it utilizes an-

notations made by existing systems and uses rules to focus on recognizing NEs

missed by existing systems. So it first gets the input text annotated using DBpe-

dia Spotlight [125], Stanford NER and Illinois NER. DBpedia Spotlight is a tool

that annotates mentions of DBpedia resources in text. For getting text annotated

using Spotlight, its confidence parameter is set to 0, so that maximum number

of annotations get mentioned from which the rules could filter the correct ones.

The entities identified by Spotlight and NERs are first pre-processed to remove

apparent false positives, an algorithm then selects, refines and improves on these

entities based on certain rules, and assistance from an external knowledge base,

DBpedia [126]. A block diagram of the system is presented in Figure 4.1. The

modules of CustNER are explained in coming sections.

Figure 4.1: The System CustNER

https://github.com/Raabia-Asif/CustKnowledgeExtractor
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4.2.1 Pre-Processor

Pre-processing has been done as follows:

1. The lists of entities annotated by the annotators contain some apparent

false positives like he, his, goes, the etc., which need to be removed. If an

annotation satisfies any of the following conditions, then it cannot be an NE

and therefore be removed from the list:

(a) Is a single word, which is not a proper noun, or which is a title

(b) Starts with a conjunction or a verb or a preposition

(c) Has no word starting with a capital letter

(d) Contains $ sign

2. If all alphabets in a sentence are capital, the first letter of each word in the

sentence remains capital while all other alphabets are changed to lower case.

3. Entities identified by Stanford NER and Illinois NER are given types by

these annotators. For entities identified by DBpedia Spotlight, their types

are queried from DBpedia and they are typed accordingly.

4. The first word from person entities is removed if it is a title.

4.2.2 Rule Engine

Let EP be the list of potential entities as:

EP = AN1 ∪ AN2 ∪ AS (4.1)

Here AN1, AN2 and AS are the pre-processed lists of entities identified by Stanford

NER, Illinois NER and DBpedia Spotlight respectively. Entities marked as city,

country, state or province by annotators are considered locations. A new list,

EC , is then constructed from EP , containing entities recognized by CustNER, by

applying the rules in order, as explained in the coming sections. The first four
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rules populate the list EC from EP , while the last two rules further enhance the

list EC by adding acronyms and re-occurences of NEs in EC .

Let e be an entity in EP . Rule 1 and 2 add the NEs identified by NER anno-

tators to EC , while rules 3 to 6 annotate the NEs missed by NER annotators.

From missed NE patterns identified in Introduction section, rule 3 handles pat-

tern 1 (entities containing nationalities), rule 4 extracts missed pattern 2 (entities

having corresponding resources in DBpedia), rule 5 is curated for missed pattern

3 (acronyms), while rule 6 is formulated for missed pattern 4 (re-occurrences of

already identified NEs). The rules are being described in the following sections.

Rule 1 – Addition of Entities Recognized by Illinois NER

If e is annotated person, location or organization (PLO) by Illinois, add e to EC

if it is a single word person or an abbreviation, or if it is not typed in nonPLO

types (types which are not person, location and organization) by DBpedia.

Rule 2 – Addition of Entities Recognized by Stanford NER

If e is annotated PLO by Stanford, add e to EC if a resource is found for it on

DBpedia which is not typed in nonPLO types.

Rule 3 – Expanding Nationality Entities

As one of the categories that the missed NEs often belong to is “entities con-

taining nationalities”, therefore this rule expands nationality entities to check

if that is a PLO NE. If e is identified as “nationality” by Stanford NER, ex-

pand e towards right to include any adjacent adjectives and nouns in the same

noun phrase. For instance, consider the text: The UK government should sup-

port Scotland remain within the European Single Market. Here, the nationality

entity European is expanded to “European Single Market”. Again, the knowl-

edge base DBpedia is used for verification. Since, a corresponding organization
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resource (http://dbpedia.org/resource/European Single Market) is found on DB-

pedia, therefore “org: European Single Market” is added to EC .

Rule 4 – Addition of Mentions Having DBpedia Resources

This rule is for recognizing missed entities having corresponding resources in

DBpedia. If e is annotated by Spotlight, it is checked if a PLO typed DB-

pedia resource can be found for it. If yes, e is added to EC . For example,

“Joker” is not identified by Stanford or Illinois NER, but since it is identified

by Spotlight it is in the list EP , and as it has a corresponding DBpedia resource,

http://dbpedia.org/resource/Joker, of type person, therefore “per:Joker” is added

to EC .

The list EC created as a result of applying the above rules is further enriched by

applying rules 5 and 6 as explained in coming sections. Let c be an entity in EC .

Rule 5 – Recognizing Acronyms

It has been observed that most of the time acronyms are not identified by the

annotators. Usually, when an acronym first appears in a text, it is defined. This

definition has some fixed patterns [104] which can be used to identify acronyms,

for example “Capital University of Science and Technology, CUST”. A rule is

thus formulated to identify such patterns. If in the input text, an entity c is

immediately followed by one of the following patterns:

1. Capital lettered token

2. Capital lettered token in parenthesis

3. Comma followed by a capital lettered token

Then the capital lettered token (say X) is checked. If letters of X are initials

of capital lettered words of c in sequence, then X is an acronym of c, and is

therefore added to EC . Consider for instance, “Reserve Bank of India (RBI)”.
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Table 4.1: List of notations used in Algorithm 1

Notation Description

T1 set of PLO types

{person, location, organization, country, city, stateOrProvince}
T2 set of nonPLO Stanford NER types i.e.{date, time, percentage}
T3 set of types might or might not be PLO {title, nationality,misc}
AN1 list of texts annotated by StanfordNER

AN2 list of texts annotated by IllinoisNER

AN AN1 ∪ AN2

AS list of texts annotated by Spotlight

EC list of entities annotated by CustNER

EP list of potential entities i.e. AN1 ∪ AN2 ∪ AS

e an entity in EP

t tokenized input text

f the index of first token of e in t

l the index of last token of e in t

Since “Reserve Bank of India” is already added by the system to EC , and in the

input text it is followed by a token in parenthesis whose letters are initials of

capital lettered words of “Reserve Bank of India”, therefore RBI is added to EC .

Rule 6 – Adding Re-Occurrences of Added Entities

If an entity c appears again in the input text, the entity is again added to EC . If c

has type person, then even if just first or just second name appears again in input

text, this second mention is also added to EC . While adding person entities, any

honorifics prefixing person are ignored e.g. Mr, Mrs, Dr, etc.

Pseudocode for main rules of CustNER is given as Algorithm 1. A list of notations

used in Algorithm 1 is given in Table 4.1. By applying these rules, CustNER has

been able to recognize many of the NEs missed by existing NERs, for instance,

the system is able to recognize all the NEs listed in Table 1.1 which are missed by

most existing NERs. Some examples for rules have been presented in Table 4.2.
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Algorithm 1 CustNER Rules (Page 1)

1: for each e ∈ EP do
2: if e ∈ AN2 and e.type ∈ T1 then // Rule1
3: if (e.type = PER and e.noOfWords = 1) or e.isAbbreviation = true

or e.dbpediaResourceType /∈ nonPLO then
4: Add e to EC

5: end if
6: end if
7: if e ∈ AN1 and e.type ∈ T1 then // Rule2
8: if e.hasDbpediaResource = true and e.dbpediaResourceType /∈

nonPLO then
9: Add e to EC

10: end if
11: end if
12: if e.type = Nationality then // Rule3
13: nextTokenIndex← l + 1
14: nextToken← t[nextTokenIndex]
15: if nextToken.pos = Adjective then
16: nextTokenIndex++
17: nextToken← t[nextTokenIndex]
18: end if
19: while nextToken.pos = Noun and nextToken /∈ T1 and nextToken is

in same NounPhrase as e do
20: e← e+ nextToken
21: nextTokenIndex++
22: nextToken← t[nextTokenIndex]
23: end while
24: resource← link(e)
25: if e.hasDbpediaResource = true then
26: e.type← resource.type
27: Add e to EC

28: end if
29: end if
30: if e ∈ AS then // Rule 4
31: if e.noOfCharacters ≥ 3 and t[f ].pos = ProperNoun then
32: resource← link(e)
33: if e.hasDbpediaResource = true and e.dbpediaResourceType ∈

PLO then
34: e.type← resource.type
35: Add e to EC

36: end if
37: end if
38: end if
39: end for
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CustNER Rules (Page 2)

40: for each e ∈ EC do // Rule 5
41: isAcronym← False
42: nextTokenIndex← l + 1
43: nextToken← t[nextTokenIndex]
44: if nextToken = ‘(’ or nextToken = ‘,’ then
45: nextTokenIndex++
46: nextToken← t[nextTokenIndex]
47: if nextToken.isUpperCase = True then
48: X ← nextToken
49: j ← 0
50: for each word wi in e do
51: if wi[0].isCapital = True then
52: if wi[0] ̸= X[j] then
53: isAcronym← False
54: break
55: end if
56: j ++
57: end if
58: end for
59: if isAcronym = True then
60: Add X to EC

61: end if
62: end if
63: end if
64: end for
65: for each e ∈ EC do // Rule 6
66: repeat
67: m← getNextMatch(e)
68: if new match found then
69: Add m to EC

70: end if
71: until m ̸= −1
72: if e.type = PER then
73: for each word in e do
74: repeat
75: m← getNextMatch(word)
76: if new match found then
77: Add m to EC

78: end if
79: until m ̸= −1
80: end for
81: end if
82: end for
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Table 4.2: Examples of Rules

Text
NE

Type

Annotation by: DBpedia

Type

CustNER

Annotation
Explaination

Illinois Stanford Spotlight

North

Pole

LOC loc: North

Pole

nationality:

Pole

North Pole loc loc :North

Pole

Rule 1 applied. Resource is found on DBpedia

which is not nonPLO type, so added to EC

La La not

NE

per: La La loc: La La La La

Land

music not NE Rule 1 applied. DBpedia resource is nonPLO

type, so not added to EC

Eisenheim LOC - loc:

Eisenheim

Eisenheim loc loc:

Eisenheim

Rule 2 applied. Type of its DBpedia resource

is not nonPLO, so added to EC

South

Korean

police

ORG misc:

South

Korean

nationality:

South

Korean

South

Korean

police

org org: South

Korean

police

South Korean identified nationality by

Stanford, so Rule 3 applied, expanded to

“South Korean police”. The expanded text is

on DBpedia as ORG, so is added to EC

American not

NE

misc:

American

nationality:

American

- - not NE Rule 3 applied. Expanded to “American

singer”, but its resource is not found on

DBpedia, hence it is not added to EC

Continued on next page
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Table 4.2 – continued from previous page

Text
NE

Type

Annotation by: DBpedia

Type

CustNER

Annotation
Explaination

Illinois Stanford Spotlight

al-Bab LOC - - al-Bab city loc:al-Bab Rule 4 applied. Since a PLO type (city)

resource is found for it on DBpedia, hence it is

added to EC

Westler not

NE

- - Westler Movie not NE Rule 4 applied. DBpedia resource has type

Movie (i.e. nonPLO), so its not added to EC

IS ORG - - - country org:IS The input text contains “Islamic State (IS)”.

Islamic State is already identified by

CustNER, so the text after it is checked by

Rule 5. Rule 5 identifies “IS” as acronym for

“Islamic State” and adds it to EC . Moreover,

there are also other occurrences of “IS” in

text, these are also added to EC by Rule 6.

Turing PER - - - per per:Turing By Rule 6, Turing is identified as a recurrence

of Alan Turing which is already identified as

person, so person Turing is added to EC
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4.2.3 Identifying Gender of Person NEs

The gender of a person NE is identified by applying following rules:

1. If the word immediately before person name is a male/female title (like Mr,

Ms, lady, gentleman, etc.) or a male/female relation word (like mother,

father), then add gender accordingly.

2. If any of the corefs of person is male/female, for example he, him, she, etc.,

then add gender accordingly.

3. If person has DBpedia resource, then if rdfs:comment contains male/female

pronouns, then add gender according to first pronoun.

4. If gender is still un-decided, then look-up first name of person in an external

dictionary (gender guesser library for python has been used) and add gender

accordingly.

4.2.4 Querying DBpedia

The rule engine uses DBpedia as a verifying source. The queries performed by

CustNER against DBpedia, to check if a corresponding resource exists, are elab-

orated in this section.

The query given in Listing 4.1 is used to retrieve the DBpedia URI of an entity e.

In the query <EntityLabel> is replaced by e’s text.

select distinct ? s AS ?URI

where {

? s r d f s : l a b e l ”<EntityLabel>”@en .

}

Listing 4.1: DBpedia Query

If a URI is found, the URI is used to retrieve e’s DBpedia types, labels and

hypernyms by the query given in Listing 4.2
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select distinct ? l a b e l ?hypernym ? type

where {

{<URI> r d f s : l a b e l ? l a b e l . Filter ( lang (? l a b e l )=”en” ) }

union {<URI> rd f : type ? type}

union {<URI> pur l : hypernym ?hypernym }

}

Listing 4.2: Query DBpedia Type

The following rules are then applied for linking e.

1. If hypernym of e is noun (its not proper noun), then e is not an NE

2. If e’s label has upto two words and a word in label starts with a small letter,

then it is not a proper noun, so e is not an NE

3. From the types returned from DBpedia:

(a) If more than five types are nonPLO types, then e is not an NE

(b) e is typed into the class for which more types are returned

(c) If no type is found in PLO classes, then e is not an NE

The types given in Listing 4.3 are used for deciding the class of e.

4.3 Experimental Setup

A core-i7, 2.20 GHz machine, having 16GB RAM, has been used for implementa-

tion and experiments. The machine has Microsoft Windows 10 Home edition, 64

bit version, installed on it. The system has been implemented in python (3.7.2)

using PyCharm integrated development environment, Community Edition 2017.

Table 4.3 lists the tools used by the system, the URLs of their Web demos (where

user can give a text and get it annotated by these systems) and the packages which

have been imported in python in order to use them in the proposed system. The

tools have been used in the proposed system with their default settings.
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personTypes = [ ‘ Acto r ’ , ‘ A r t i s t ’ , ‘ Mus i ca lAr t i s t ’ , ‘

NaturalPerson ’ , ‘ Person ’ , ‘ Wik i c a tF i c t i ona lBr i t i s hPeop l e ’ , ‘

FictionalHuman ’ , ‘ F i c t i ona lPeop l e ’ , ‘ Ente r ta ine r10 ’ , ‘ S inger ’ , ‘

Musician ’ ]

l ocat ionTypes = [ ‘ Place ’ , ‘ City ’ , ‘ Sett lement ’ , ‘

PopulatedPlace ’ , ‘ Locat ion ’ , ‘ Bu i ld ing ’ , ‘Museum ’ , ‘

A r ch i t e c tu r a l S t ru c tu r e ’ , ‘ Area10 ’ ]

organ izat ionTypes = [ ‘Company ’ , ‘ Organizat ion ’ , ‘

WikicatOrganisat ion ’ , ‘ Organ i sat ion ’ , ‘ Agency ’ , ‘

Admini s t rat iveUnit ’ , ‘ Magazine ’ , ‘ Newspaper ’ , ‘

Admini s t rat iveUnit ’ , ‘ Broadcaster ’ , ‘ Educa t i ona l I n s t i t u t i on ’ , ‘

GovernmentAgency ’ , ‘ EthnicGroup ’ , ‘ Mi l i t a ryUni t ’ , ‘ Parl iament ’

, ‘ P o l i t i c a lPa r t y ’ , ‘ Re l i g i ou sOrgan i s a t i on ’ , ‘ SportsClub ’ , ‘

SportsLeague ’ , ‘ SportsTeam ’ , ‘TradeName ’ , ‘ WikicatBrands ’ ]

nonPLOTypes = [ ‘ Conference ’ , ‘ Soc i e ta lEvent ’ , ‘ Event ’ , ‘

Gathering ’ , ‘ Meeting ’ , ‘ Crime ’ , ‘ Soc ia lEvent ’ , ‘ SportsEvent ’ , ‘

Tournament ’ , ‘ Language ’ , ‘ Action ’ , ‘ Ac t i v i t y ’ , ‘ LanguageUnit ’ , ‘

Un i t o f account ’ , ‘ Scheme ’ , ‘ Film1 ’ , ‘ Music10 ’ , ‘

MusicalComposit ion ’ , ‘ Song10 ’ , ‘ Video10 ’ , ‘ Movie1 ’ , ‘

VisualCommunication ’ , ‘ Televis ionShow ’ , ‘Award1 ’ , ‘

WikicatDrugRings ’ , ‘ Test1 ’ , ‘ Wik i ca tTr ia l s ’ , ‘

Wik icatFict iona lDragons ’ , ‘ Wik i ca tHonor i f i c s ’ , ‘

Expr e s s i v eS ty l e ’ , ‘ Book1 ’ , ‘ Class10 ’ , ‘ Co l l e c t i on ’ , ‘

AcademicDegree ’ ]

Listing 4.3: Person Location Organization and nonPLO Types

As shown in Figure 4.1, the input text is first fed to Stanford NER, UIUC NER and

DBpedia Spotlight, which are imported into Python using the libraries mentioned

in Table 4.3. The annotated output by these three is the input to CustNER (see

Figure 4.1), which has been described in the previous section 4.2 and has been

implemented in Python. The CustNER rule engine uses knowledge from DBpedia,

via the library mentioned in Table 4.3, and generates NEs for the input text.
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Table 4.3: Tools used by the system module CustNER

Tool Online Demo URL Python Imported Package

Stanford
NER

https://corenlp.run/ from pycorenlp import Stan-
fordCoreNLP

UIUC
NER

https://cogcomp.seas.upenn

.edu/page/demo_view/ner, ht
tp://macniece.seas.upenn.ed

u:4004/

from ccg nlpy import re-
mote pipeline

DBpedia
Spotlight

https://www.dbpedia-spotlig

ht.org/demo/

import spotlight

Dbpedia http://dbpedia.org/snorql/ from SPARQLWrapper import
SPARQLWrapper

The benchmark datasets (explained in chapter 3) which have been used to evaluate

the performance of the proposed system are given in Table 4.4, along with the

domain of dataset and the URL from where it has been downloaded.

Table 4.4: Datasets used for evaluation of system module CustNER

Dataset Dataset Domain Dataset Downloaded From

The CoNLL
2003 dataset

English newswire data https://github.com/synalp/NER/tr

ee/master/corpus/CoNLL-2003

The OKE
2017 dataset

Heterogeneous sources:
web, news, blogs, emails,
etc.

https://project-hobbit.eu/open-c

hallenges/oke-open-challenge/

Four existing systems have been used for results comparison purpose: Stanford,

UIUC, ADEL and FOX. To get comparison results for Stanford and UIUC, their

packages have been imported in python as mentioned in Table 4.3 and results have

been generated using default settings for both datasets. Results of ADEL and FOX

have been generated using their online demos at http://adel.eurecom.fr/api/

and https://fox.demos.dice-research.org/index.html#!/demo respectively,

by manually giving each input text to the online demo, one by one, and saving

the generated outputs in files. Results of FOX and ADEL have been obtained for

https://corenlp.run/
https://cogcomp.seas.upenn.edu/page/demo_view/ner
https://cogcomp.seas.upenn.edu/page/demo_view/ner
http://macniece.seas.upenn.edu:4004/
http://macniece.seas.upenn.edu:4004/
http://macniece.seas.upenn.edu:4004/
https://www.dbpedia-spotlight.org/demo/
https://www.dbpedia-spotlight.org/demo/
http://dbpedia.org/snorql/
https://github.com/synalp/NER/tree/master/corpus/CoNLL-2003
https://github.com/synalp/NER/tree/master/corpus/CoNLL-2003
https://project-hobbit.eu/open-challenges/oke-open-challenge/
https://project-hobbit.eu/open-challenges/oke-open-challenge/
http://adel.eurecom.fr/api/
https://fox.demos.dice-research.org/index.html#!/demo
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OKE dataset, and not for CoNLL dataset (as CoNLL documents are long and the

online demos were giving errors on their input).

4.4 Evaluation

The system CustNER has been developed to recognize PER, LOC and ORG type

NEs from text. Rules of the system have been designed very carefully by analyzing

examples in OKE train dataset and by considering grammatical structure of En-

glish language, so they are applicable to any generic English text. To assess how

well CustNER recognizes these NEs, it is tested on OKE evaluation, CoNLL03

train and CoNLL03 evaluation datasets. The OKE dataset contains annotations

for PER, LOC and ORG classes, whereas the CoNLL dataset contains annota-

tions for one more class, i.e. MISC. For evaluating our system, the MISC tags

from CoNLL dataset have been ignored. The following sections describe the eval-

uation measures used for this work, report results of evaluation achieved, along

with a comparison with other NER systems and an analysis of system errors.

4.4.1 Evaluation Measure

The evaluation measures used to gauge the performance of NERC systems have

unanimously been precision, recall and F1 measure. F1 score, or simply F measure

is the harmonic mean of precision and recall.

F1 = 2× Precision×Recall

Precision+Recall
(4.2)

Precision is the fraction of annotations made by the system that are correct, while

recall refers to the percentage of total annotations correctly identified by the sys-

tem.

Precision =
TP

TP + FP
(4.3)

Recall =
TP

TP + FN
(4.4)
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Here TP, FP and FN stand for true positives, false positives and false negatives, re-

spectively. For multi class problem, precision and recall are usually micro-averaged

over all classes. When three classes, PER, LOC and ORG are considered, then:

Precisionmicro =
TPPER + TPLOC + TPORG

TPPER + TPLOC + TPORG + FPPER + FPLOC + FPORG

(4.5)

Recallmicro =
TPPER + TPLOC + TPORG

TPPER + TPLOC + TPORG + FNPER + FNLOC + FNORG

(4.6)

There are some variations in the definition of correct annotation, though. Four

major variations found in literature are as follows:

1. NER considering Weak Annotation: An annotation is considered correct if

its surface form overlaps with gold standard’s surface form, irrespective of its

type (i.e. even if its boundaries do not match exactly in gold standard and

even if it is not typed correctly). This technique is used by OKE challenge,

for instance.

2. NER considering Strong Annotation: An annotation is considered correct if

its surface form matches with gold standard’s surface form, irrespective of

its type (i.e. if its boundaries match exactly in gold standard, but it might

not be typed correctly). Han et al. [104] have reported their results using

this scheme.

3. NERC considering Weak Annotation: An annotation is considered correct if

its surface form overlaps with gold standard’s surface form, and its type is

same as in gold standard (i.e. even if its boundaries do not match exactly in

gold standard, but it is typed correctly). Jiang et al. [127] evaluated using

this method.

4. NERC considering Strong Annotation: An annotation is considered correct

if its surface form and type match with gold standard’s surface form and

type (i.e. if its boundaries match exactly in gold standard and it is also

typed correctly). This approach is followed by CoNLL shared task, and is

used the most in existing literature.
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To understand these better, consider this example from OKE train dataset.

It was a few minutes before halftime of the [ORG] FIFA Confedera-

tions Cup final between host [ORG] Brazil and the world and Euro-

pean champion [ORG] Spain at the refurbished [LOC] Maracanã

stadium.

The NER task concerns only recognizing NEs, and does not include classifying

them, so its sufficient that all four of the bold NEs in above example have been

identified. If weak annotation is considered, the NE boundaries do not matter,

so for example, annotations host Brazil and champion Spain by a system are

also considered correct, while for strong annotation match such annotations are

considered incorrect. The NERC task concerns recognizing as well as classifying

NEs, so an annotation is considered correct if it is typed correctly. If Spain is

marked as location by a system for above example, it is incorrect.

The proposed system has been evaluated using precision, recall and F1 scores

following CoNLL guideline, that is, for NERC considering Strong Annotation.

4.4.2 Results

The results of CustNER on the benchmark datasets are encouraging. Table 4.5

summarizes the Named Entity Recognition and Classification results of CustNER

and baseline systems on enhanced OKE evaluation dataset, considering strong

annotation match. All results are reported in percentages. Per class and aggregate

precision, recall and F1 (micro) scores for the systems have been generated using

the seqeval scorer script [128].

It can bee seen from Table 4.5 that F1 of CustNER is 81.03 on OKE evaluation

dataset, highest compared to all existing systems. On average CustNER scores

10.5 F1 points better than others. Compared to the systems whose output is used

by CustNER (Stanford and Illinois), the rules have successfully raised the F1 from

67.16 and 76.43 to 81.03.
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Table 4.5: NERC Results Comparison on OKE test set

System
Evaluation
Metric

Named Entity Class Average
(micro)PER LOC ORG

Stanford

Precision 58.90 66.91 71.19 63.11

Recall 78.53 70.54 57.53 71.77

F1 score 67.31 68.68 63.64 67.16

Illinois

Precision 86.54 85.47 60.00 81.07

Recall 76.27 77.52 53.42 72.30

F1 score 81.08 81.30 56.52 76.43

ADEL

Precision 59.86 57.76 46.55 56.70

Recall 49.72 51.94 36.99 48.02

F1 score 54.32 54.69 41.22 52.00

FOX

Precision 88.12 80.83 68.52 82.34

Recall 79.66 75.19 50.68 72.56

F1 score 83.68 77.91 58.27 77.14

LUKE

Precision 88.97 91.84 74.65 86.62

Recall 72.88 69.77 72.60 71.77

F1 score 80.12 79.30 73.61 78.50

CustNER

Precision 90.30 84.55 64.79 83.29

Recall 84.18 80.62 63.01 78.89

F1 score 87.13 82.54 63.89 81.03

Analyzing the results of systems with respect to NE classes, it may be observed

that for all systems, F1 for ORG type is much lower compared to types PER and

LOC. So the ORG type NEs are the hardest for NER systems to identify. It may

further be noticed that, except Stanford, for all other systems recall is much lower

compared to precision. Among all systems, precision of LUKE is highest, where

as recall and F1 are highest for CustNER.

Since it was hypothesized that English grammar does not change, and regular

patterns for entities exist in natural language texts, therefore CustNER is further

evaluated on a different dataset (CoNLL03) for which rules have not been built.
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Table 4.6 presents results of CustNER and baseline systems on the CoNLL03

evaluation dataset.

Table 4.6: NERC Results Comparison on CoNLL03 test set

System
Evaluation
Metric

Named Entity Class Average
(micro)

PER LOC ORG

Stanford

Precision 75.45 87.55 87.87 83.11

Recall 91.70 90.34 81.36 87.77

F1 score 82.78 88.92 84.49 85.38

Illinois

Precision 98.17 94.22 95.20 95.81

Recall 93.76 96.82 85.43 92.00

F1 score 95.91 95.50 90.05 93.87

LUKE

Precision 96.83 95.58 92.87 95.06

Recall 97.19 94.78 94.96 95.63

F1 score 97.01 95.18 93.91 95.34

CustNER

Precision 97.48 92.51 93.74 94.51

Recall 96.57 97.06 90.89 94.83

F1 score 97.02 94.73 92.29 94.67

Here again, F1 for ORG type is slightly lower compared to types PER and LOC.

So it can be concluded that the ORG type NEs are generally the hardest for NER

systems to identify. But in contrast with OKE, on CoNLL, there is no significance

difference between recall and precision of systems. It means that systems are

mostly able to recognize the NEs in CoNLL dataset, but are unable to extract

many NEs from OKE dataset.

It can bee seen from Table 4.6 that F1 of CustNER on CoNLL dataset is also very

good, 94.67, which is higher than Stanford and Illinois and is very close to LUKE.

On average CustNER scores 3.14 F1 points better than other systems.
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It is important to note here that CustNER is trained on OKE dataset whereas

LUKE is fine-tuned on CoNLL dataset. On OKE dataset, CustNER performs

better than LUKE by 2.53 F1 points. On the CoNLL dataset, LUKE performs

better than CustNER, by 0.67 F1 points. So on average, CustNER performs 0.93

F1 points better than LUKE (which is the previous highest F1 reporter for English

NER of general classes, to the best of our knowledge).

So it can be said that usually English grammar does not change, as rules made by

identifying patterns on OKE dataset perform well on CoNLL dataset too.

Moreover, CustNER is implemented on a simple personal computer with single

Intel core i7 CPU, and does not require any exceptional resources to run. The

deterministic algorithm is very time efficient as opposed to its DL counterpart,

LUKE, which is extremely resource expensive. LUKE is fine-tuned on CoNLL and

is pre-trained on Wikipedia dataset containing 3.5 billion words and 11 million

entity annotations. LUKE’s pre-training took 30 days on a server with 2 Intel

Xeon Platinum 8168 CPUs (each containing 24 cores) and 16 NVIDIA Tesla V100

GPUs. Further, LUKE’s training on CoNLL took 203 minutes on a server with 2

Intel Xeon E5-2968 v4 CPUs (each having 16 cores) and 8 V100 GPUs.

After the pre-training and fine-tuning, running LUKE on CoNLL test set takes 4

hours to produce results, whereas CustNER only takes 6 minutes to produce results

on the same dataset in the same settings. So, the deep learning system LUKE

performs slightly better on one dataset (CoNLL) but has a lot of computation and

data cost. CustNER is a simple system and still performs better than LUKE on

one dataset (OKE), on average (of two datasets) performs better than LUKE and

takes less time to annotate.

A comparison of the time taken by the two systems to produce output on evalua-

tion datasets is given in Table 4.7. Compared to LUKE, CustNER takes 3 times

less time to produce results on OKE evaluation dataset, and 38 times less time on

CoNLL evaluation dataset, in same settings.
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Table 4.7: Comparison of empirical run time for NER task

Dataset Time taken by CustNER Time taken by LUKE

OKE eval 3.3 minutes 10 minutes

CoNLL eval 6.2 minutes 236 minutes

4.4.3 Analysis of Errors

The incorrect annotations that CustNER makes have been analyzed. The most

frequent errors are the following ones:

4.4.3.1 Errors from NERs Used

Some errors are propagated from the underlying systems used for NER, Illinois

and Stanford. For example, Costa (PERSON) is tagged LOCATION by Illinois,

pope (not an NE) is annotated PERSON by Stanford. But few of such cases get

propagated to our system as we have used DBpedia for verification and have some

checks in the rules to avoid such errors.

4.4.3.2 Errors from Part of Speech Tags

As CustNER rules are made for English language grammar and use part of speech

(PoS) tags (which are given as part of CoNLL dataset and are produced using

Stanford tagger for OKE dataset), some annotation errors by CustNER occur

because the PoS tag was incorrect. Some example incorrect PoS tags from CoNLL

dataset are presented in Table 4.8. The examples in the Table are all names of

PER, LOC or ORG, so their correct PoS is proper noun, but they are incorrectly

PoS tagged as mentioned against each in the Table.
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Table 4.8: Examples of incorrect PoS tags

Example NE type PoS Tag

Khaled person verb

Real Madrid organization adjective properNoun

Italy location adjective

Rome location verb

Bitar person adjective

St Louis organization personalPronoun verb

New Zealand location adjective properNoun

4.4.3.3 Incorrect Type from DBpedia

Type of entity on DBpedia is sometimes incorrect leading to some erroneous an-

notations by CustNER. For example, Swiss bank accounts is not an NE but its

DBpedia resource (https://dbpedia.org/page/Swiss_bank_accounts) is

incorrectly typed as organization, hence it is incorrectly tagged organization by

CustNER.

Some errors also occur for the reason that an exact match of the entity label is used

for associating to DBpedia resource. A partial match could be more appropriate

but the threshold of similarity needs to be determined, and this could have a cost

in terms of performance. For example, the entity The German federal prosecutor’s

office is not annotated by any of the annotators, neither a resource with exact

label exists on DBpedia, but DBpedia has a resource for it with a slightly different

label Public Prosecutor General (Germany).

4.4.3.4 DBpedia Disambiguation Pages

Some errors occur because for some entities, the corresponding resource found on

DBpedia is actually a disambiguation page which lists DBpedia resources that the

label might represent. An example for entity label Costa is given in Figure 4.2.

A strategy needs to be devised to decide which DBpedia resource from the list on

disambiguation page refers to the entity.

https://dbpedia.org/page/Swiss_bank_accounts
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Figure 4.2: Example of DBpedia disambiguation page

4.4.3.5 Ambiguous Cases

Some errors come from such NEs which have different types in different contexts.

In general, typing errors occur when an NE type depends on its context. CustNER

does not consider context for deciding type and hence makes some mistakes in such

cases. For example, Zootopia is name of a movie as well as name of a city in the

movie. Its DBpedia resource has type movie so the system does not annotate it

because movie is not person, location or organization type. But the context tells

that Zootopia here refers to location, not movie.
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From the largest elephant to the smallest shrew, the city of Zootopia

is a mammal metropolis where various animals live and thrive.

Moreover, there are many cases of Sports news in CoNLL where locations are

tagged organizations because of representing teams. An example is given below.

NHL ICE HOCKEY - STANDINGS AFTER FRIDAY’S GAMES.

(tabulate under won, lost, tied, goals for, goals against, points):

W L T GF GA PTS

HARTFORD(org) 12 7 6 77 76 30

BUFFALO(org) 13 12 2 78 77 28

MONTREAL(org) 11 14 4 99 104 26

BOSTON(org) 10 11 4 74 84 24

PITTSBURGH(org) 10 13 3 86 94 23

OTTAWA(org) 7 12 6 64 77 20

In this example from the CoNLL dataset, Hartford, Buffalo, Montreal, Boston,

Pittsburgh and Ottawa are location names but marked organizations, CustNER

annotates them as locations.

4.5 Summary

This chapter has presented the system CustNER for the named entity recognition

and classification of PER, LOC and ORG type NEs from English text. Care-

fully analyzing the missed annotations of existing NER systems on OKE training

dataset, regular patterns of NEs have been identified. Most of the NEs not anno-

tated by existing systems either contain nationalities, have corresponding resource

in DBpedia, are acronyms or are re-occurrences of other NEs. Rules have been

formulated against these patterns of NEs missed by existing systems, by carefully

analyzing grammatical structure of English language on OKE train dataset. The

output of existing systems and DBpedia KB has been utilized to recognize NEs
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which are not recognized by most existing systems. The system has been tested

and compared with SOTA systems on OKE and CoNLL (without retraining) eval-

uation datasets. These benchmark datasets are constructed by the organizers of

top-tier conferences in the NLP domain and contain texts from different domains.

Since generic datasets have been chosen, and CustNER scores good F1 on these

standard datasets, it will perform well on any general dataset.

Rules are generally considered static. But CustNER is not dataset specific as

rules have been carefully designed against regular patterns of English language

on generic dataset. The results have been compared with SOTA models, proving

that the designed system is not dataset specific. CustNER outperforms existing

NER systems, with F score 10.5 points better than baselines (on average) on OKE

dataset and 3.1 points better on average on CoNLL dataset. The system is able

to correctly recognize the NEs missed by existing systems given in Table 1.1. This

chapter has thus addressed the first research question and has successfully achieved

the first research objective (both re-stated below).

RQ1: How to formulate rules to recognize NEs which are missed by

existing NER systems?

RO1: Devise a technique to recognize named entities from text, spe-

cially those instances which are missed by existing NER systems



Chapter 5

CustRE - An Improved System

for Relation Extraction

5.1 Introduction

This chapter describes the system module CustRE, proposed to achieve RO2, to

extract family relations of types parents, siblings, spouse, children, other family,

and not known from text. It has been observed that existing systems are mak-

ing many mistakes which can be avoided by simple rules, like: If A children B,

Then B parents A. The syntactic patterns in which family relations appear in text

in TACRED-F training dataset have been carefully analyzed. Rules have been

formulated to recognize the patterns.

Family relations are usually expressed by using specific words e.g. parent relation

is conveyed by using words like father, mother, step-father, parent, papa, mom, etc.

CustRE extracts such words from text and decides which family words are binding

which persons from text into the family relation triples. Using domain knowledge

and analyzing training data, common cases of how (subject, family relation, ob-

ject) triples appear in text have been figured out. The method is based on pat-

tern matching through regular expressions for extracting family relations explicitly

103
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mentioned in text (direct relations) and employs propagation to infer implicit fam-

ily relations (reverse, transitive and coref relations). The proposed system is avail-

able at the link: https://github.com/Raabia-Asif/CustKnowledgeExtractor

5.2 The System CustRE

The system CustRE is proposed for extracting family relations from English text.

CustRE is mainly designed from our world knowledge of how family relations

appear in text, and is not dataset specific. Thus it does not need to be redesigned

to extract family relations from a new dataset. NLP tasks are usually regarded

as a pipeline process, where some kind of information is extracted at each stage

[28, 49, 55]. This module focuses the relation extraction stage of the pipeline.

The earlier steps of the pipeline, like PoS, NER, dependency tagging, co-reference

resolution have been achieved using Stanford and NeuralCoref1 systems.

A family relation between two persons is conveyed in text by using family words

like sister, mama, wife, grandfather, etc. A list of such words has been compiled

which express family relations, and is given in Appendix A. The system extracts

all family words from input text and decides which family words are binding which

persons from text into the family relation triples. First, following initial rules are

applied to the input text:

1. If text contains Mr someone and Mrs someone, then they are spouses

2. If there is no family relation word in sentence, there is no relation between

its persons

3. If x is pronoun, and coref of person y, then x and y refer to same person and

hence have no relation

The following rules are then used to decide which list word of input text t is

connecting which persons. The result is a list of family triples extracted from the

text.
1https://github.com/huggingface/neuralcoref

https://github.com/Raabia-Asif/CustKnowledgeExtractor
https://github.com/huggingface/neuralcoref
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Rule 1 – The Usual Case: subject relation object

If t has two persons and a family relation word between them, this is the simplest

case, just connect the first person as subject to the second person (as object) with

the relation.

Ahmed has a son Ali, Ahmed’s son Ali, Ali’s father Ahmed, Ali’s wife Amna, are

all examples of this case. The triples formed by this rule are (Ahmed, per:children,

Ali), (Ahmed, per:children, Ali), (Ali, per:parents, Ahmed), and (Ali, per:spouse,

Amna), respectively.

Complexity of the problem increases as the number of relation words and persons

increases in t. It then becomes difficult to decide which relation word connects

with which person.

Rule 2 – The Multiple Relations Case: subject relation ob-

ject relation object relation object . . .

If persons and relation words appear alternatively in t, connect the first person

(as subject) with every next relation word and person pair.

For example, the triples extracted from the text “Hina’s sister Anam, brother Ali

and mother Alina were in the car” by this rule are (Hina, per:siblings, Anam),

(Hina, per:siblings, Ali), and (Hina, per:parents, Alina).

Rule 3 – The Numbered Relations Case: subject number

relations object1, object2. . . objectD.

This case handles the numbered relations cases. When t has a person followed by

a plural relation word (e.g. sons, children, sisters, etc.), followed by more than one

persons, and a number d modifies the relation word, then connect first person as

subject and the relation word as predicate to d many next persons as objects.
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Texts that have a number specified with relation word, for example “Amna’s

four children, Bilal, Dina, Fari and Hadi, . . . ”, the number many relations are

generated from them having same subject and relation but different objects, for

this example four relations are generated: (Amna, per:children, Bilal), (Amna,

per:children, Dina), (Amna, per:children, Fari), and (Amna, per:children, Hadi).

Rule 4 – The Plural Relation Case: subject relations ob-

ject1, object2. . .

When t has a person followed by a plural relation word, followed by more than one

persons, then connect first person as subject and the relation word as predicate

to each of the next persons as object.

For instance, for the text “Amna’s children, Bilal, Dina, Fari and Hadi, . . . ”, mul-

tiple relations are generated having same subject and relation but different objects:

(Amna, per:children, Bilal), (Amna, per:children, Dina), (Amna, per:children,

Fari), and (Amna, per:children, Hadi).

All the above cases are to handle situations where subject person appears before

relation word and object person appears after relation word.

Rule 5 – The Inverted Relation Case: object relation in-

verter subject

At times the relation word is followed by a word such as ‘of’ which inverts the

direction of relation, that is, the first person becomes the object in such case while

the second person befits the subject. Consider as an example, “Ahmed is son of

Ali”. The relation that should be extracted from this example is (Ali, per:children,

Ahmed), and should not be (Ahmed, per:children, Ali). To handle this situation,

a small list of inverting words has been compiled. For any of the above cases, if a

relation word is followed by any of the inverting words, then the direction of the

extracted relation is inverted.
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Rule 6 – The Indirect Case 1: object subject relation

If more than one person appear before relation word in t, then it is checked if the

first person is followed by one of “,”, “(“, or “and”. This is the indirect case, so

the second person is connected as subject to the first person (as object) with the

relation.

“Hadi, Ali’s son . . . ”, “Danial and Farhan, the brothers went to . . . ”, “Hadi (Ali’s

son) came to . . . ” are examples of such cases. The relations generated according

to this rule are, (Ali, per:children, Hadi), (Farhan, per:siblings, Danial), and (Ali,

per:children, Hadi), respectively.

Rule 7 – The Indirect Case 2: relation subject object

If relation word appears before persons in t, then it is checked if the first person is

followed by one of “,”, “(“, or “and”. This is another indirect case. The relation

word is connected as predicate to the former person as subject and the latter

person as object.

Examples of such cases include, “The brothers, Danial and Farhan, went to . . .

”, “Wife of Hadi, Sana, came to . . . ”, “Son of Ali (Hadi) inherited . . . ”. The

relations extracted according to this rule are (Danial, per:siblings, Farhan), (Hadi,

per:spouse, Sana) and (Ali, per:children, Hadi) respectively.

Next, for each triple (s, r,o) extracted by the above rules, it is checked if s or o

have any co-referents. For each co-referent cS of s, also add the triple (cS, r,o)

to the list of triples. Similarly, for each co-referent cO of o, also add the triple

(s, r, cO) to the list of triples. Then it is checked if the triples in the list of triples

can be propagated to form new relation triples. For example, if list has triples (x,

children, y) and (y, sibling, z), then the triple (x, children, z) is also added to the

list.

In the next section, the implementation details of the proposed system are ex-

plained.
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5.3 System Implementation

Architecture of the proposed system, CustRE, is given in Fig. 5.1. Text t is

input to the system, and the system generates a list of family relation triples as

output. Input text t is first pre-processed and basic NLP annotations for PoS,

NER, dependency relations and coreference have been obtained using external

systems, Stanford corenlp and NeuralCoref. The system uses lists of common re-

lation words, L, as lexical clues. L has been mainly compiled by taking words

that represent family relations from Wikidata properties, and is further enriched

by adding such words from TACRED-F training dataset. Using L, the Pattern Ex-

tractor module extracts from t a string pat to represent the pattern of important

parts of t.

A Regex Base of regular expressions (regexs) has been compiled to identify family

relation patterns. If any of these regexs is matched in pat, then the Explicit

Triples Generator module, with the help of the Extraction Rules, generates a list

of family relation triples explicitly mentioned in t. This list is forwarded to the

Implicit Triples Generator module, which uses the Coref and Propagation Rules

to enrich the triples list to include triples for those family relations as well which

are implicitly implied in t.

The major modules of the system are now explained.

5.3.1 Relation Words Lists L

To identify relevant patterns in t for FRE, the words that express family relations

are very important lexical clues [105]. Small lists are therefore compiled, one for

each relation, making a total of 180 words (given in Appendix A), comprising

common words that are used to represent each of the relations. The online Wiki-

data Properties2 include a list “Also known as” for each property. These lists for

Wikidata properties were obtained and mapped to the family relations as given in

2https://www.wikidata.org/wiki/Wikidata:Property

https://www.wikidata.org/wiki/Wikidata:Property
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Figure 5.1: Architecture of the proposed system, CustRE

Table 5.1. These lists make the core of the lists. The lists are further enriched by

adding to them common words used for family relations in the training dataset,

and any other words that were thought to represent family relations.
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Table 5.1: Mapping of Wikidata Properties to family relations

Wikidata Property Mapped to relation

P22 father, P25 mother, P3448 stepparent per:parents

P26 spouse, P451 partner per:spouse

P40 child per:children

P3373 sibling per:siblings

P1038 relative per:other family

5.3.2 Pattern Extractor

The Pattern Extractor module extracts from t a string pat to represent the pattern

of important parts of t, by replacing any persons (names or pronouns) with a

generic P, any relation words with w, and so on. A complete list of the features

extracted from t, along with the replacements made is given in Table 5.2.

Table 5.2: Features extracted from t and the symbols used to represent them

No. Feature Extracted Replacement Symbol

1 person name or person pronoun P

2 punctuation mark
The punctuation mark’s symbol
for example ; : ., () etc.

3 and &

4
Numbers having nummod
dependency on a relation word

The number in Arabic numerals,
let us call it d

5 word from relation list L w

Consider the input text, “Kollek is survived by his widow Tamar, son Amos

and daughter Osnat.”. Only important parts of this text, as specified in Table

5.2 are extracted from this text, i.e. “Kollek his widow Tamar, son Amos

and daughter Osnat.”. Next, according to Table 5.2, the persons (written in

bold in text, Kollek, his, Tamar, Amos, Osnat) are replaced by P’s, the family

words (widow, son, daughter) are replaced by w’s, ’and’ is replaced by ’&’, and

punctuation marks (.) remain as it is. Hence the pattern string generated by this

module for the example text is “P P w P, w P & w P.”
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5.3.3 Regex Base

A Regex Base has been compiled, i.e. a set of regular expressions, regexs, defined

to recognize family relation patterns in t. For this purpose, the common syntactic

patterns in which family relations occur have been figured out. These patterns

have been formalized in the form of regular expressions.

Many times, the patterns in which family relations are found are similar, regardless

of the family relation they express. For example, the sentences “Ali’s son Ahmed”,

“Ali’s wife Salma”, and “Ali’s sister Sana”, all have same syntactic structure but

convey different family relations. They all have a person followed by a relation

word followed by another person, and the first and second persons are related by

the relation word between them. A generic rule can be therefore formulated to

handle this pattern: person relationWord person. Common syntactic patterns of

family relations have been identified and are given in Table 5.3. Most of the times,

the subject of relation appears in the text before the object, and the relation word

relating subject and object appears in between them. The first three regexs are

to handle these usual cases. But there are other cases when relation word appears

either after or before both subject and object, these are handled by 4th and 5th

regexs below. Regular expressions are written in python to identify these patterns

in texts. Here, the symbol + means one or more occurrences.

5.3.4 Explicit Triples Generator

If any of the regexs in the Regex Base is matched in pat, then the Explicit Triples

Generator module generates a list of (subj, rel, obj) triples for the family relations

explicitly mentioned in t, as defined by the Extraction Rules given in Table 5.4.

These extraction rules are elaborated with the help of some examples in Table

5.5. At times the relation word is followed by a word such as ‘of’ which inverts

the direction of relation, that is, P1 becomes the object in such case while P2

befits the subject. For example, Ahmed is son of Ali. The relation that should

be extracted from this example is (Ali, per:children, Ahmed), and should not be
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Table 5.3: List of regular expressions

No. Regex Explanation

1 Ps ( w Po )+ The usual case: subject relation object, or
The multiple relations case: subject relation object
relation object . . . .

2 Ps d w Po1, Po2,
. . . , Pod

The numbered relations case: subject number rela-
tion object1, object2. . . ,objectD.

3 Ps w Po+ The plural relations case: subject relation object1,
object2. . . .

4 Po [, ( &] Ps w Indirect case 1: object subject relation. Two per-
sons are encountered before the relation word, and
the first person is followed by one of ‘,’, ‘( ’, or ‘and’

5 w Ps [, ( &] Po Indirect case 2: relation subject object. The relation
word is encountered before both persons, and the
first person is followed by one of ‘,’, ‘( ’, or ‘and’

Table 5.4: Extraction Rules for matched regular expressions

# Regex Matched Extraction Rule

1 Ps ( w Po )+ For n occurrences of the pattern (wPo)
matched in pat, extract the triples
(Ps, rel, Po1), (Ps, rel, Po2) . . . (Ps, rel, Pon). Here
Ps is the subject, rel is the predicate (and is the
relation represented by relation word w), and Poi is
the object of the relation triple (Ps, rel, Poi), where
i ϵ 1 . . . n.

2 Ps d w Po1, Po2,
. . . , Pod

Extract d triples: (Ps, rel, Po1), (Ps, rel, Po2) . . .
(Ps, rel, Pod). The subject and the predicate of all
these d triples are Ps and rel respectively, but the
objects are Po1, Po2 . . . Pod.

3 Ps w Po+ Extract as many triples as the number of P’s that
follow w in pat: (Ps, rel, Po1), (Ps, rel, Po2) . . .. The
subject and the predicate of all these triples are Ps

and rel respectively, but the objects are Po1, Po2 . . ..

4 Po [, ( &] Ps w Extract the triple (Ps, rel, Po).

5 w Ps [, ( &] Po Extract the triple (Ps, rel, Po).
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Table 5.5: Examples of triples extraction

Example text Generated
Pattern

Regex
Matched

Extracted Triples

Ahmed has a son Ali. P w P. Ps ( w Po )+ (Ahmed, per:children, Ali)

Ali, who is son of
Bano

P, w P Ps ( w Po )+ (Bano, per:children, Ali)

Bushra’s husband
Majid, daughter
Salma and brother
Adil attended the
dinner.

P w P, w
P & w P.

Ps ( w Po )+ (Bushra, per:spouse, Majid)
(Bushra, per:children, Salma)
(Bushra, per:siblings, Adil)

Ali’s four sons, Bilal,
Danial, Farhan and
Hadi, . . .

P 4 w, P,
P, P & P,

Ps d w Po1,
Po2, . . . , Pod

(Ali, per:children, Bilal)
(Ali, per:children, Danial)
(Ali, per:children, Farhan)
(Ali, per:children, Hadi)

Ali’s children, Bilal,
Danial, Farhan and
Hadi, . . .

P w, P, P,
P & P,

Ps w Po+ (Ali, per:children, Bilal)
(Ali, per:children, Danial)
(Ali, per:children, Farhan)
(Ali, per:children, Hadi)

Hadi, Ali’s son . . . P, P w Po [, ( &] Ps w (Ali, per:children, Hadi)

Danial and Farhan,
the brothers went to
. . .

P & P, w Po [, ( &] Ps w (Farhan, per:siblings, Danial)

Hadi (Ali’s son) came
to . . .

P (P w) Po [, ( &] Ps w (Ali, per:children, Hadi)

The brothers, Danial
and Farhan, went to
. . .

w, P & P, w Ps [, ( &] Po (Danial, per:siblings, Farhan)

Wife of Hadi, Sana,
came to . . .

w P, P, w Ps [, ( &] Po (Hadi, per:spouse, Sana)

Son of Ali (Hadi) in-
herited . . .

w P (P ) w Ps [, ( &] Po (Ali, per:children, Hadi)

(Ahmed, per:children, Ali). To handle this situation, a small list of inverting words

has been compiled. For direct cases, if a relation word is followed by any of the

inverting words, then the direction of relation is inverted.
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The list of triples generated by this module is forwarded to the Implicit Triples

Generator module, which uses the Coref and Propagation Rules to further enrich

the triples list by including triples for those family relations as well which are

implied in t.

5.3.5 Implicit Triples Generator

For each of the extracted triples, the Implicit Triples Generator module applies

Coref Rules to generate triples for co-references of subject and object too. For

example, for an extracted triple (A, rel, B), the triple (CA, rel, B) is also added to

the list of triples, for each co-reference CA of A, and the triple (A, rel, CB) is also

added to the list, for each co-reference CB of B.

Next, this module infers new relations from the extracted relation triples by ap-

plying a set of Propagation Rules. As an example, from the extracted triples (X,

per:spouse, Y) and (Y, per:children, c), the relation (X, per:children, c) is also

inferred and added to the set of extracted relations. These rules also add the

inverse of extracted relations, so for the example just discussed, the relations (Y,

per:spouse, X), (c, per:parents, Y), and (c, per:parents, X) are also added. The

triple set is now in its final form.

An example run of the main system for input text “Kollek is survived by his widow

Tamar, son Amos and daughter Osnat.” is given in Fig. 5.2. The main rules of

the system are also given in Algorithm 2.

5.4 Evaluation Results and Analysis

The system CustRE has been developed in Python using Pycharm’s community

edition. The baseline Stanford KBP relation annotator [55] has been installed us-

ing the Python wrapper, pycorenlp3, and its relation extractor results have been

obtained on evaluation datasets. The second baseline is the deep learning system

3https://pypi.org/project/pycorenlp/

https://pypi.org/project/pycorenlp/
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Figure 5.2: An example run of CustRE for the input “Kollek is survived by
his widow Tamar, son Amos and daughter Osnat.”

by Zhang et al. [2], who are the authors of TACRED dataset [129]. This system

has been henceforth referred as TACRED-PA. Its pytorch implementation has

been downloaded from github4, and trained on TACRED-F dataset. Implementa-

tions for the baselines SpanBert [42] and LUKE [56] have also been downloaded

from github5, which contain pre-trained models. These models have been fine-

tuned on TACRED-F dataset. Per relation and aggregate precision, recall and

F1 (micro) scores for CustRE and the baseline systems have been generated us-

ing TACRED scorer script. The result percentages of systems’ performance on

enhanced TACRED-F test set have been summarized in Table 5.6. The results

of the system are quite encouraging. CustRE scores highest compared to existing

4https://github.com/yuhaozhang/tacred-relation
5https://github.com/facebookresearch/SpanBERT, https://github.com/studio-ous

ia/luke

https://github.com/yuhaozhang/tacred-relation
https://github.com/facebookresearch/SpanBERT
https://github.com/studio-ousia/luke
https://github.com/studio-ousia/luke
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Algorithm 2 CustRE Rules: Main

1: pattern ← ExtractPattern(inputText, RelationWordsLists)
2: regexNo← 1
3: for each regex in regexs do
4: matches = getMatches(regex, pattern) //gets all non-overlapping matches

of regexs in pattern
5: for each match in matches do
6: i← 0
7: d← 0
8: n← len(match)
9: addTriples(match, i, d, n)
10: end for
11: regexNo++
12: end for
13: addImplicitTriples(triples) //adds transitive, reverse and coref triples

Table 5.6: Results Comparison for FRE task on TACRED-F test set

System
Evaluation
Metric

Family Relation Class

Children
Other
family

Parents Siblings Spouse
Average
(micro)

Stanford

Precision 0.0 33.3 3.6 78.5 80.3 39.6

Recall 0.0 3.6 0.9 18.9 17.4 8.4

F1 score 0.0 6.5 1.5 30.5 28.6 13.9

TACRED-PA

Precision 36.7 27.8 33.0 48.7 40.8 37.9

Recall 16.3 55.8 44.3 61.9 59.7 46.0

F1 score 22.6 37.1 37.8 54.5 48.5 41.6

SpanBert

Precision 23.6 21.8 31.0 58.6 55.9 36.3

Recall 29.5 59.4 49.1 64.1 56.6 50.2

F1 score 26.2 31.8 38.0 61.2 56.3 42.1

LUKE

Precision 76.5 24.9 67.4 72.9 64.0 61.7

Recall 69.6 48.6 72.9 61.9 60.9 64.7

F1 score 72.9 32.9 70.0 66.9 62.4 64.7

CustRE

Precision 73.6 88.4 73.7 76.9 61.6 72.0

Recall 69.6 82.6 69.3 59.3 69.7 68.8

F1 score 71.5 85.4 71.4 67.0 65.4 70.4

systems, on average 30.2 F1 points higher than others. Among the five systems,

CustRE achieves the highest F score overall and for other family, parents and

spouse relation classes. For children and siblings classes, Luke performs the best.
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Algorithm 2 CustRE Rules: Add Triples

1: function addTriples(match, i, d, n)
2: if regexNo is 1 or 2 or 3 then
3: subj ← match[i].text
4: else if regexNo is 4 then
5: obj ← match[i].text
6: else if regexNo is 5 then
7: pred← match[i].text
8: rel← getFamRel(pred) //maps pred to vocabulary
9: end if
10: i++
11: while i ̸= n do
12: if regexNo is 1 or 2 or 3 then
13: if match[i] is a number then
14: d← match[i]
15: else if match[i] = ‘w′ then
16: pred← match[i].text
17: rel← getFamRel(pred)
18: else if match[i] = ‘P ′ then
19: obj ← match[i].text
20: if ((regexNo is 1 or 3) or (regexNo is 2 and d > 0)) then
21: Add (subj, rel, obj) to triples
22: if d > 0 then
23: d−−
24: end if
25: end if
26: end if
27: else if regexNo is 4 then
28: if match[i] = ‘P ′ then
29: subj ← match[i].text
30: else if match[i] = ‘w′ then
31: pred← match[i].text
32: rel← getFamRel(pred)
33: Add (subj, rel, obj) to triples
34: end if
35: else if regexNo is 5 then
36: if match[i] = ‘P ′ then
37: subj ← match[i].text
38: if i > 1 then
39: if match[i] = ‘P ′ then
40: obj ← match[i].text
41: Add (subj, pred, obj) to triples
42: end if
43: end if
44: end if
45: end if
46: i++
47: end while
48: end function
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Stanford’s system performs the worst among all and surprisingly has not been able

to extract correctly even a single instance of children relation, thus an F1 score of

0. A comparison of F1 scores of the systems is given in Fig. 5.3. It can be seen

that CustRE clearly outperforms all baselines. One surprising observation is that

the each baseline system has different F1 score for parents and children relations,

which are simply inverse of each other. If X has child Y , then Y has parent X.

So if a system is able to extract parent or child relation in one direction, it is not

difficult to reverse that relation and extract the second of the two relations. But

surprisingly, the ML based systems have failed to do this.

Figure 5.3: F1 Scores Comparison of FRE task on TACRED-F test set

Since it was hypothesized that English grammar does not change, and regular

patterns for family relations exist in natural language texts, therefore CustRE has

been further evaluated on a different dataset (CustFRE [116]) for which rules have

not been built. CustRE extracts family relations from any text, and does not need

redesigning to extract family relations from a new dataset. The result percentages

of systems’ performance on the new dataset are given in Table 5.7.
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Table 5.7: Results Comparison for FRE task on CustFRE evaluation dataset

System
Evaluation
Metric

Family Relation Class

Children
Other
family

Parents Siblings Spouse
Average
(micro)

Stanford

Precision 6.8 45.8 1.8 58.3 87.5 43.0

Recall 1.2 7.3 0.3 14.9 24.0 8.6

F1 score 2.0 12.6 0.5 23.7 37.6 14.3

TACRED-PA

Precision 46.3 22.5 42.7 43.3 42.3 41.5

Recall 26.8 8.9 40.6 45.7 63.9 36.2

F1 score 33.9 12.8 41.7 44.5 50.9 38.7

SpanBert

Precision 34.0 33.2 31.5 49.2 49.4 40.0

Recall 32.9 33.8 33.7 66.7 73.4 46.3

F1 score 33.4 33.5 32.6 56.6 59.0 42.9

LUKE

Precision 64.4 23.8 65.4 55.1 61.9 59.6

Recall 65.7 8.0 77.8 51.8 78.0 56.7

F1 score 65.1 11.9 71.1 53.4 69.0 58.1

CustRE

Precision 84.2 72.1 84.0 84.4 73.2 79.7

Recall 75.5 62.6 74.4 73.1 84.0 73.7

F1 score 79.6 67.0 78.9 78.3 78.2 76.6

Again CustRE system’s F1 score is highest, 76.6%, which is 18.5% better than

LUKE, 33.7% higher than SpanBert, 37.9% higher than TACRED-PA, and 62.3%

higher than Stanford. On average CustRE F1 is 38.1 points better than others.

When the performance of systems on TACRED-F is compared to that on a new

unseen dataset, i.e. CustFRE, the proposed system’s performance has raised by

6.3 F1 points, because the system is designed keeping in view domain knowledge

and is not dataset specific. No significant change is observed in F1 scores of

Stanford and Spanbert, whereas the performance of remaining two systems drops

significantly on the new dataset. LUKE’s performance came down by 6.6 F1

points, and Tacred-PA’s by 2.9 points. Thus these machine learning (ML) based

systems which learned/tuned on TACRED dataset, are found not to perform well

on a new dataset (CustFRE).
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The proposed rule-based family relation extraction system has outperformed ex-

isting ML-based systems and the performance gap is significant. This is because

rules have been designed keeping in view domain knowledge, and are not specific

to any training dataset. Whereas ML systems learn from training data, which

many times have many mistakes as well [117], resulting in the system learning

those incorrect examples too. But this is not the case with rule-based systems,

as rule-based system is designed by human expert keeping in view the domain

knowledge, which is correct.

Moreover, the family relations domain is not changing, the rules of the domain are

fixed and already exist in natural language texts, we only need to identify them and

make rules to recognize them, so it is better to make a rule-based system. But for

other domains that are changing, rule-based systems designed by domain experts

might not suffice, an ML-based system might perform better for changing domains.

Furthermore, the rule-based approach dominates the commercial market despite

being largely ignored by the research community, as concluded by researchers from

International Business Machines Corporation (IBM), Chiticariu et al. [130], after

surveying IE systems from industry and literature. They suggest the academic

NLP community to stop treating rule-based IE as a dead-end technology, because

rule-based systems serve the industry needs better than the latest ML techniques,

because of their interpretability and ability to easily incorporate domain knowledge

specific to the problem.

The complexity of FRE task generally increases as the number of persons and hence

the number of possible relations increases in text. To see how the performance of

systems is affected as the complexity of task increases, F1 scores of systems on

CustFRE dataset have been drawn for different number of persons in Fig. 5.4. It

can be seen that performance of all systems degrades as the number of persons

in input text increase, though the degrade rate of the proposed system is lowest

compared to others.

When the output of the top three performers on CustFRE dataset is analyzed,

see Table 5.8, it is found that most of the times Luke and SpanBert mark some
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Figure 5.4: F1 Comparison with respect to number of persons in sentence

annotations in a sentence correct and some incorrect (for 138 and 156 sentences

respectively, out of a total of 247 sentences). While CustRE most of the times

marks all annotations in a sentence correctly (for 168 sentences). This could be

because all annotations of a sentence are not usually marked in training datasets

on which ML systems learn.

Table 5.8: Output analysis of three top performing systems

No. of Sentences where: CustRE LUKE SpanBert

All annotations of a sentence
are marked correct

168 99 52

All annotations of a sentence
are marked incorrect

8 10 39

Some annotations of a sentence
are marked correct and
some are marked incorrect

71 138 156

Moreover, very surprisingly, many times the Dl systems mark correctly the re-

lations in one direction, but the inverted relation is incorrectly annotated, or a

relation which can be simply inferred from two already annotated relations is in-

correctly marked. For instance, consider annotations by the three systems for
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the input sentence “She had a daughter, Maureen in 1941 and adopted a son,

Michael in 1945.”, given in Table 5.9.

Table 5.9: Annotations by three top performing systems for input sentence
“She had a daughter, Maureen in 1941 and adopted a son, Michael in 1945.”

No. (Subject, Object)
Correct
Annotation

Annotation by System:

CustRE LUKE SpanBert

1 (She, Maureen) per:children per:children per:children per:children

2 (She, Michael) per:children per:children per:children per:children

3 (Maureen, She) per:parents per:parents per:parents per:children

4 (Maureen, Michael) per:siblings per:siblings per:children per:children

5 (Michael, She) per:parents per:parents per:parents per:children

6 (Michael, Maureen) per:siblings per:siblings per:children per:children

Here, first two relations are correctly marked by all three systems. Relation number

3 and 5, which are simply inverse of first two, are marked incorrectly by SpanBert.

Relation number 4 and 6, which can be simply inferred from relation number 1 and

2 (1 and 2 are already correctly detected by all systems), are marked incorrectly

by both Luke and SpanBert. As ML systems are a black box, it could not be

found out why they are making such mistakes. The proposed system has simple

rules for such cases though, when a relation is detected, its inverted relation is also

annotated, and existing relations are propagated to find new relations (She child

Maureen and She child Michael propagate to annotate Maureen sibling Michael),

hence CustRE does not make such mistakes.

So rules made by identifying patterns on TACRED-F dataset perform well on

CustFRE dataset too. CustRE is implemented on a simple personal computer.

The deterministic algorithm only takes 23 seconds to produce results on TACRED-

F test set where LUKE takes 260 seconds to produce results on the same dataset

in same settings. A comparison of the time taken by the two systems to produce

output on evaluation datasets is given in Table 5.10. Compared to LUKE, CustRE

takes 11 times less time to produce results on TACRED-F evaluation dataset, and

15 times less time on CustRE evaluation dataset, in same settings.
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Table 5.10: Comparison of empirical run time for FRE task

Dataset Time taken by CustNER Time taken by LUKE

TACRED-F 23 seconds 260 seconds

CustFRE 20 seconds 297 seconds

Thus the output of proposed system can be used for construction of more accurate

and complete KGs. An example KG for text “Kollek is survived by his widow

Tamar, son Amos and daughter Osnat.” is given in Fig. 5.5. For this text, the

proposed system module CustNER recognizes the person NEs; Kollek, Tamar,

Amos and Osnat, and the proposed system module CustRE extracts the following

family relations between these person NEs:

(Kollek, per:spouse, Tamar)

(Kollek, per:children, Amos)

(Kollek, per:children, Osnat)

(Tamar, per:spouse, Kollek)

(Tamar, per:children, Amos)

(Tamar, per:children, Osnat)

(Amos, per:parents, Kollek)

(Amos, per:parents, Tamar)

(Amos, per:siblings, Osnat)

(Osnat, per:parents, Kollek)

(Osnat, per:parents, Tamar)

(Osnat, per:siblings, Amos)

These triples can be saved in RDF, and can be visualized as a KG, as in Fig.

5.5. Once data is converted to knowledge graph, precise queries can be made on

it by using SPARQL and the relevant information can be precisely extracted. For

instance, such queries like “brother of Osnat” can be precisely answered from KG.
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Figure 5.5: KG for text “Kollek is survived by his widow Tamar, son Amos
and daughter Osnat.”

5.5 Analysis of Errors

The incorrect annotations that the proposed system makes have been analyzed.

The most frequent errors are the following ones:

5.5.1 Coref Errors

Many times the errors of the system are because of incorrect anaphora resolution.

Anaphora resolution is an essential step in relation extraction, for which CustRE

depends on an external system. The errors of the co-reference resolution system

get propagated to CustRE. Consider this text,
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Pratt also has a 7-year-old son with his first wife, Anna Faris.

For this text, CustRE correctly extracts the spouse relation between his and Anna

Faris. But since the corefs Pratt and his, are not detected corefs by the coref

system, hence the spouse relation of Anna Faris to his does not extend to Pratt,

resulting in in-correct annotation (Pratt, not known, Anna Faris).

Improving the performance of co-reference resolution would avoid such errors and

improve the performance of the proposed system.

5.5.2 Overlapped Triple Errors

There are cases where subject or object word is missing in the input text, and the

relation word is predicate as well as object/subject. Consider this text,

Her husband never intended to harm the government or the people of Cuba.

Here, the relation between Her and husband is spouse relation, the relation word

husband is also object of relation triple. Such cases are not handled in present

work. They will be dealt in future work.

5.5.3 Other Errors

There are other errors that occur because the rules do not always generate the

correct relation. There are situations where the rules fail and the correct relation

is not annotated by the system. Consider this example,

She and her husband would drop him off at a kindergarten in the morning and

pick him up after work.

Here, the system would annotate spouse relation between her and him, because

of the husband relation word appearing between them. The correct annotation

is not known. In future, it would be explored if sentence dependency parse or

constituency parse might help with dealing such situations.
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5.6 Summary

This chapter detailed the system module, CustRE, for better extraction of family

relations from any generic English text. Regular patterns of family relations have

been identified by analyzing English language texts from TACRED-F dataset.

Rules have been formulated against those patterns to extract family relations

from text, those which are explicitly mentioned in text, as well as those which

are only implied in the text. Great care has been taken while designing rules

to make them generic. To check this, the rule-based system has been tested on

un-seen dataset too, without re-training. The results have been compared with

SOTA models, proving that the designed system performs well on FRE. CustRE

outperforms the baseline systems by achieving an F1 score 30.2 points higher

than others on average, on TACRED-F dataset, and 38.1 points higher on unseen

CustFRE dataset. When evaluated on new unseen dataset, the performance of

CustRE is even better, whereas the F1 scores of all the baselines have either

remained unchanged or have dropped, for instance LUKE’s performance came

down by 6.6 points. Thus it cannot be said that ML systems trained on one

dataset, can perform the same when a new dataset is encountered. The proposed

system is able to correctly recognize the relations missed by existing systems given

in Table 1.3. This chapter has thus addressed the second research question and

has successfully achieved the second research objective (both re-stated below).

RQ2: How to formulate rules to extract family relations which are

incorrectly extracted by existing RE systems?

RO2: Devise a technique for better extraction of family relations from

text.



Chapter 6

Conclusion and Future Work

In this dissertation, it has been argued that effective extraction of NEs and rela-

tions from text is crucial for populating KG from presently un-structured text on

the web, and a system has been proposed for doing it. With the proposed system

for improved information extraction, knowledge graph can be more accurately and

more completely populated. Relevant literature is first thoroughly reviewed and

benchmark datasets and available existing systems have been identified. It was

found that performance of existing systems is not adequate for effective popu-

lation of KG. The available datasets were also found erronuous and incomplete.

A criteria was therefore devised, by conducting focus group with researchers, for

assessment of IE dataset quality. It was observed that dataset annotators lack a

clear understanding of valid annotation, therefore valid annotations for datasets

were also formally defined. Benchmark datasets were assessed and enhanced with

the devised criteria. The enhanced (corrected and completed) datasets were used

for evaluating and comparing the system.

Since performance of existing systems was not found satisfactory, an IE system

for better extraction of entities and relation has been proposed. Regular patterns

for PER, LOC, ORG NEs and family relations already exist in natural language

texts, which have been identified by analyzing training datasets, and rules have

been formulated to recognize the regular patterns. The system has two major

modules; CustNER and CustRE. CustNER performs recognition of PER, LOC,

127
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ORG NEs, and classifies PER NEs as male or female. It was noticed that the kind

of NEs missed from annotation by existing systems (the false negatives) are mostly

similar. CustNER therefore utilizes output of existing systems and knowledge from

DBpedia, and works on recognizing these missed NEs. Rules have been designed

for specifically recognizing the missed NE classes. Evaluation of CustNER on OKE

dataset (whose source is mainly web) reveals that the proposed system is able to

recognize the NEs missed by other systems, by making a recall of 78.89% and an

F1 score of 81.03%. To verify that the rule-based system is not dataset specific,

it has been evaluated on an unseen dataset which is based on a different source,

i.e. the CoNLL dataset (whose source is newswire). Again the proposed system

performed reasonably well, with an F1 measure 94.67%. Moreover, CustNER is a

deterministic time efficient system and takes atleast 3 times less time to produce

results as compared to its DL counterpart, LUKE. Through CustNER thus, the

RO1 has been successfully met. The results suggest that incorporating knowledge

from DBpedia and making rules specific to the kind of entities missed, can improve

recognition of generally missed NEs.

The module CustRE extracts family relations between persons and classifies them

into; children, parents, siblings, spouse and other family classes. If no family

relation between two persons is inferred from the input text, it is annotated as

not known. It was observed that family relations usually appear in fix kinds of

syntactic patterns in text. Common patterns in which family relations appear in

text were identified and rules were formulated for identifying such patterns and

extracting relations accordingly. This approach has worked very well, as is ap-

parent from CustRE’s performance for FRE on the well-known and widely used

TACRED dataset (F1 score 70.4%). This is a great improvement over existing

systems, with atleast 5.7 F1 points higher than other systems. On another un-

seen evaluation dataset, CustFRE dataset, the system performed F1 score 76.6%,

which is atleast 18.5 F1 points higher than existing systems. Moreover, CustRE

is a determininstic system and takes atleast 11 times less time to produce results

on evaluation datasets compared to its DL counterpart, LUKE. Through CustRE

thus, the RO2 has been successfully met. It is important to note here that the



Conclusion and Future Work 129

performance gap between CustRE and baselines is significant, because the perfor-

mance of ML systems which performed well on TACRED, fell down greatly on the

un-seen dataset. Thus the generally claimed assertion that,ML and DL systems

trained on one dataset can perform the same when a new dataset is encountered,

is found to be false.

Analyzing the errors made by the system, it is found that CustNER needs rules

for correctly identifying ambiguous NEs such as location names representing or-

ganizations. To avoid tying errors, context of NEs should also be considered.

The DBpedia linking part also has margin for improvement by devising a scheme

which incorporates semantic similarity of concepts based on their properties and

can associate a surface form from text to relevant DBpedia resource even when

their labels do not exactly match. Instead of designing a new partial match algo-

rithm, Google’s algorithm may be utilized. For example giving a query wikipedia:

The German federal prosecutor’s office to google gives Public Prosecutor General

(Germany), which can in turn be used to retrieve the correct DBpedia resource.

Google may also assist in identifying some other NEs which none of the NERs is

able to identify, for example 007. Google result of the query 007 is given in Figure

6.1. A human can see from this result that 007 refers to the person James Bond.

A mechanism needs to be devised that utilizes google results, or google knowledge

panel giving precise information about query towards top right, to interpret the

entity’s type. CustNER also does not go further when DBpedia returns a disam-

biguation page instead of a resource page. A scheme needs to be developed that

decides which resource from the disambiguation list corresponds to the concerned

NE. These limitations will be worked on in future.

The annotation mistakes made by module CustRE are mostly propagated from

incorrect co-reference resolution. Improving co-reference resolution would thus im-

prove the system performance. Some errors occur when the subject or object does

not appear as a separate word, but the same word represents relation as well as

subject/object. Rules need to be devise for extraction of such overlapped triples.

Moreover, the rules sometimes fail to make correct annotation. Overcoming these

limitations will be worked on in future. The possibility of incorporating sentence
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Figure 6.1: Google result for query 007

dependency parse and constituency parse would also be explored to further im-

prove the performance of the rules.

This dissertation has handled extraction of PER, LOC, ORG NEs from text,

and extraction of family relations among persons. Correct extraction of NEs and

relations from text is important for structuring information as KG, which is in turn

important for correctly answering precise queries. Extraction of family relations

holds great importance in construction of family graphs in biomedical domain,

which is important to assess the risk of inherited medical conditions and to improve

patient care and decision making [50, 51, 53, 54]. Many times, existing systems fail

to make correct extractions even in seemingly straightforward cases [2]. With the

proposed system for improved IE, KG and family trees can be more accurately

and more completely populated. The proposed system is not restricted to the

datasets discussed in this work, and is able to extract NEs and family relations

from any general texts, as has been demonstrated by good results of system on un-

seen datasets too. In future, the rule-based technique would be extended to extract

other kinds of relations among persons too, and afterwards relations between other

types of NEs too (i.e. LOC and ORG).
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Appendix A

The Relation Words Lists

Parent Words

1. parent
2. adopter
3. born
4. bornin
5. bornt
6. Father
7. dad
8. daddy
9. papa
10. mama
11. mother
12. mum
13. mom
14. stepfather
15. step-father
16. stepmother
17. step-mother
18. step-parent
19. stepparent

Children Words

20. child
21. children
22. adopt

23. adopting

24. adopted

25. adoption

26. adoptive

27. kid

28. offspring

29. son

30. daughter

31. stepson

32. step-son

33. stepdaughter

34. step-daughter

Spouse Words

35. couple

36. ex

37. ex-couple

38. spouse

39. ex-spouse

40. husband

41. ex-husband

42. hubby

43. ex-hubby

44. widow

45. ex-widow

46. better-half

47. significant-other

48. wife

49. ex-wife
50. wives
51. ex-wives
52. wed
53. wedding
54. wedded
55. marry
56. marries
57. marrying
58. married
59. marriage
60. remarry
61. remarries
62. remarrying
63. remarried
64. life-partner
65. marriage-partner
66. newlywed
67. girlfriend
68. ex-girlfriend
69. boyfriend
70. ex-boyfriend
71. concubine
72. ex-concubine
73. lover
74. ex-lover
75. fiancé
76. fiancée
77. betroth
78. betrothed
79. affianced
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80. engage

81. engaging

82. engaged

83. love

84. ex-love

85. dating

86. common-law-spouse

87. cohabitant

88. ex-cohabitant

89. partner

90. ex-partner

91. consort

92. ex-consort

93. mistress

94. ex-mistress

95. domestic-partner

96. significant-other

97. enbyfriend

98. divorce

99. divorcing

100. divorced

Sibling Words

101. sibling

102. brother

103. sister

104. stepsister

105. step-sister

106. half-sister

107. halfsister

108. stepbrother

109. step-brother

110. half-brother

111. halfbrother

112. bro

113. sis

114. sib

OtherFamily

Words

115. relative
116. uncle
117. aunt
118. cousin
119. nephew
120. niece
121. father-in-law
122. fathers-in-law
123. mother-in-law
124. mothers-in-law
125. brother-in-law
126. brothers-in-law
127. sister-in-law
128. sisters-in-law
129. son-in-law
130. sons-in-law
131. daughter-in-law
132. daughters-in-law
133. grandparent
134. grand-parent
135. grandfather
136. grand-father
137. great-grandfather
138. Grandmother
139. grand-mother
140. great-grandmother
141. grandchild
142. grand-child
143. great-grandchild
144. grandchildren
145. grand-children
146. great-grandchildren
147. grandson

148. grand-son

149. grandson

150. great-grandson

151. granddaughter

152. grand-daughter

153. great-granddaughter

154. co-husband

155. co-wife

156. co-wives

157. ancestor

158. descendant

159. lineal-descendant

160. collateral-descendant

NotFamily

Words

161. neighbor

162. neighbour

163. spokesman

164. escort

165. aide

166. spokeswoman

167. client

168. booster

169. companion

170. fellow

171. worker

172. mentor

173. lawyer

174. advisor

175. roommate

176. hanger-on

177. hangers-on

178. attorney

179. solicitor

180. friend



Appendix B

Search Strategy for Literature

Review

For literature review, the search strategy was primarily directed towards find-

ing relevant published research papers from Google Scholar1. The relevant task

name was used to create search strings; these include “named entity recognition,”

“NER”, “rule-based named entity recognition,”, “named entity classification”,

“NERC”,“information extraction”, “relation extraction,” “relation classification”,

“family relation extraction,” and “family relation classification”. Time range in

Google Scholar was set to year 2005 onwards. Around 1.5 million (for NER) and

89 thousand (for RE) results were returned. Articles were sorted by relevancy and

citation count. We explored till page 8 for each search string result by reading

titles and keywords. 334 items were found to be potentially relevant, 186 for NER

and 148 for FRE. The selected articles were filtered manually according to the

inclusion exclusion criteria, by reviewing abstracts, and skimming the contents of

the papers. 39 articles were finally selected, and are categorized and discussed in

Chapter 2.

1https://scholar.google.com/
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