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Abstract

Unpowered gliding vehicles perform gliding flight with a limited glide range by

using mechanically stored energy provided by a platform such as a drone or aircraft.

Additionally, unpowered gliding vehicles are distinguished by their intended use,

fuselage, geometry of aerodynamic surfaces, and Mach number. For this study, a

Subsonic Unpowered Gliding Vehicle (SUGV) is selected to maximize the gliding

range. When the SUGV is released from the carrier platform after obtaining the

dispersion points, it starts gliding with a loitering state due to the flight transition,

and after covering some range the gliding vehicle due to its inherent stability starts

a steady gliding flight. By choosing an appropriate optimization method, the range

is maximized with a damped and stable gliding flight. It is worth noting that the

range maximization problem is also an endurance problem, and the final time

in this optimal problem is also free. Therefore, to solve this sort of problem,

a time-scaling approach has already been proposed and effectively implemented,

however, the employment of this approach introduces an extra variable handled

as the optimal control input or optimal variable, increasing the complexity of the

dynamic optimization problem.

To address this issue, the halting constraint idea has been updated for the max-

imum stoppable time. Then, to achieve damped and steady gliding flight, a

non-uniform exponential spacing-based Control Vector Parameterization (CVP)

is proposed, and this CVP has close spacing at the beginning of the time vector

and large spacing at the end of the time vector. To test the effectiveness of the

proposed CVP with damped and steady gliding flight, it is compared with un-

controlled flight (maximum elevator deflection) and classical uniform CVP. While

longitudinal dynamics of SUGV are considered and three different cases depending

on the number of nodes are also evaluated to obtain the maximum gliding range.

Simulations show that the SUGV successfully achieves a range of 856m with the

proposed non-uniform CVP by handling damped and stable gliding flight. Further-

more, the proposed CVP approach demonstrates superiority over GPOPS based
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on the hp-adaptive Gaussian quadrature collocation approach with a horizontal

range of 330 m.

In the second major part of this study, a range guidance and control methodology

is developed to attain the intended range of SUGV. The proposed range guidance,

on the other hand, is dependent on the measured angle of attack and dispersion

points. Terminal error due to non-smooth range guidance command and satura-

tion effect is measured, and to reduce these problems, an Integral Action Sliding

Mode Control (IA SMC) is proposed. SMC has a drawback of chattering, and to

mitigate this problem, a atan based strong exponential reaching law is employed.

To observe the terminal error, smooth guidance command, and less saturation, a

comparison is conducted between the proposed control scheme and the PID SMC

scheme. Range guidance and control is also validated for two cases 120 km and

125 km and quantitative analysis in the form of root mean square error, the energy

consumption of range guidance law, and terminal error is performed to assess the

effectiveness of the IA SMC for both cases, and the IA SMC outperformed the

PID SMC with a terminal error of 0.29 m.
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Chapter 1

Introduction

1.1 Background

Such an air vehicle capable of flying by using the dynamic reaction of the wind

against its lifting surfaces as wings and tails and whose flight does not depend on

a power source such as an engine or booster is known as an Unpowered Gliding

Vehicle (UGV) [1].

With improvements in aerial technology, air vehicles have been developed as pow-

ered (active) or unpowered (passive) [2, 3]. Active flight is a very expensive concept

to move a unit of mass per unit of distance, although it requires a much higher

power output than passive flight [4]. A UGV only performs mechanical work in

the form of actuation to produce lift force L greater than or equal to weight and

drag force D less than airspeed to keep the wings down on a horizontal plane [5, 6].

Since UGVs do not generate any mechanical energy (potential plus kinetic) but

they use stored energy which is stored by the carrier platform. Therefore, the

performance of a UGV depends on the mechanically stored energy and this per-

formance can be studied through the relationship between L and D forces [7, 8].

The Glide Ratio (GR) is one of the most important parameters for the unpowered

flight which helps to determine how much the UGV descends for forward motion.

1
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The GR is the ratio of lift to drag forces and these forces are directly proportional

to their respective coefficients through the proportionality constant.

The effective GR is like that.

GR =
L

D
=
u

w
=

1

tan γ
(1.1)

where u and w are forward speed and downward speed. However, this relationship

is limited to wing-level steady flight [9], and this condition is not necessarily present

during flight. GR is also characterized in terms of speed ratio, as the ratio of the

forward speed u to the downward speed w. It is alternatively written as (1/tan γ),

where γ is the glide angle. The GR relationship for an unpowered gliding vehicle

can be assessed from Fig.1.1.

The transition between level flight, gliding flight, and parachuting flight (flight for

terminal guidance) is conventionally taken to occur at the 45 deg of γ [10], and,

nevertheless, L and D contribute equally to support the weight of the air vehicle

throughout the flight.

The UGV performs gliding flight if L/D > 1 , and parachute flight if L/D < 1.

While the parachute condition only applies when the target is to be neutralized

with maximum damage, Fig.1.1 visualizes the concept of gliding and parachuting.

When the equilibrium speed V approaches, the glide path flattens until the vertical

force F equals the W.

The resulting force F may be decomposed into D rearward along the glide path

and L perpendicular to it. In parachuting, the area supporting the weight is small,

the lift is small relative to the combined drag of the fuselage. Therefore, the overall

GR is lower, resulting in a correspondingly faster glide path.

The Load Factor (LF ), which guarantees the maintenance of the wing-level steady

flight during gliding flight, is another crucial parameter. It is a ratio between the

L and the weight W. It is worth noting that during cruise flight, LF has a value

of one and is related as

LF =
L

W
(1.2)
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Figure 1.1: Glide ratio and Glide angle

This relation, nevertheless, is not applicable during gliding flight to maintain the

wing-level steady flight. From Fig. 1.1, it can be inferred that to achieve the

wing-level steady flight, the resultant force F should be equal to the weight, and

it is demonstrated as

LF =
F

W
=

√
L2 +D2

W
(1.3)

While from LF, the flight variability can be figured during gliding flight as

� Pull up condition if LF > 1

� Wing-level steady gliding flight if LF = 1

� Falling condition for unpowered flight if LF < 1

1.2 Types of Unpowered Gliding Vehicle

Operational deployment of UGVs is always challenging due to their endurance and

range limitations. In an effort to overcome the limitations of range, aerodynamic

efficiency, geometric configurations are commonly adopted. UGVs are classified

mostly on the basis of geometric configurations (Morphing wings [11, 12], fixed

wings [13, 14], position and size of wings and tail), maneuverability, ability to
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withstand compressibility effects and heating flux. Compressibility effects cause

dynamic pressures that affect airspeed reduction and unstable gliding flight [15].

When the dynamic stress is divided by the modulus of elasticity the resulting

quantity is a dimensionless quantity equal to one-half of the square of the free-

stream Mach number [15]. Simply put, the ratio between the current speed of

a body and the speed of light is the Mach number. So UGVs can be easily

characterized on the basis of Mach number, airspeed regime as listed in the Table.

1.1.

Re-entry gliding vehicle, Re-useable launch vehicle and Inter Continental Ballistic

missile (ICBM) are example of hypersonic UGVs. These vehicles have a high

spectrum of angle of attack α , for example, 20 deg to 45 deg [1, 16]. Most of these

UGVs are designed for routine operations without a thrust source.

Engine failure in aircraft or fighter jets is another situation that can force to

perform gliding in subsonic regime with the spectrum of α with 10 deg to 15

deg [17, 18]. Joint direct attack munition [19], Joint stand-off weapon [20], gun

launched artillery [21], are also type of Subsonic UGV (SUGV). Ground launched

gliders such as Small Diameter Gliding Bomb [22] utilizes booster to achieve spe-

cific altitude, after gaining the predefined altitude, booster is separated and starts

gliding.

Table 1.1: Airspeed regime

Regime Mach Speed (ms−1)

Subsonic <0.8 <270

Transonic 0.8-1.2 270-410

Supersonic 1.2-5.0 410-1700

Hypersonic >5.0 >1700

These days, a wing adaptation kit or range extension kit is mounted on the general-

purpose bomb (MK-series) to modify the bomb into a glider [23]. The main desired

objectives of SUGV are ’long range’ and ’accuracy’ and these objectives relate to

trajectory optimization and terminal guidance for accuracy.
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1.3 Motivation

Note that the SUGV is unpowered and therefore has a short stand-off distance

(horizontal range). Some other factors on which the stand-off distance reduction

depends are the geometric configuration of the fuselage, headwind, descent rate,

and dispersion points (initial altitude, initial airspeed, and initial angle of attack).

Glide ratio, glide path angle, and mechanically stored energy can be manipulated

in an optimal way to overcome these factors and enhance the stand-off distance

of SUGV. Endurance (time of flight) is another aspect that affects maximizing

stand-off distance, and dealing with endurance means dealing with glide ratio, in

other words, if the glide ratio is high, then SUGV will fly further, cover more

stand-off distance, and require long endurance.

While physical constraints such as heating rate and dynamic pressure are not

necessary for SUGV to achieve optimum stand-off distance as these constraints

avoid structural damage which rarely occurs. Therefore, some motivations for

enhancing the stand-off distance of SUGV are itemized below.

� Geometric configuration: the geometric configuration of the SUGV is also

responsible for enhancing the stand-off distance through proper selection

of the SUGV geometry resulting in reduced drag. By reducing the drag,

the glide ratio increased which ensures the enhancement in the stand-off

distance. Aspect ratio, wing sweep angle, wing area, fuselage shape, control

surface placement, and payload integration are major parameters that have

the ability to manipulate the stand-off distance of SUGV. A higher wing

aspect ratio, meaning longer and narrower wings, can provide a higher lift-

to-drag ratio (L/D) and result in a more efficient glide, thereby extending the

stand-off distance and reducing the induced drag. A very common example

of payload integration into the fuselage of a SUGV is the Joint stand-off

weapon. Payload integration affects static and dynamic stability as well as

the center of gravity, which, in turn, affects stand-off distance performance.
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� Mechanically stored energy: the SUGV derives mechanical energy from its

carrier platform in the form of kinetic and potential energy. The initial

launch velocity determines the kinetic energy of the SUGV. A higher initial

speed can increase the stand-off distance, but the choice of launch platform

can limit this requirement. Managing stored energy, including initial altitude

and velocity, is key to achieving maximum stand-off distance. This involves

optimizing the tradeoff between stand-off distance and stored energy through

the glide ratio [24, 25]

� Steady wing level glide: in this gliding condition, the force resulting from lift

and drag is equal to the weight of the SUGV. This means that the SUGV

performs a gliding flight in steady descent at a constant glide angle. By

achieving and maintaining this condition, the stand-off distance performance

of the SUGV can be enhanced.

� Stability: The stability of the SUGV also plays an important role in main-

taining wing level steady glide flight and can be maintained by the pitching

moment. The relationship between the pitching moment and the angle of

attack ensures that the SUGV is stable and controllable during its gliding

flight. This includes shaping the wing and tail surfaces as well as control

surfaces such as elevators to provide stability and control. To achieve fast

stability, there must be a steeper slope between the pitching moment and

the angle of attack [15]. If the SUGV has fast stability, then after launching

from the carrier platform, it will stabilize itself more quickly, and eventually

achieve the wing-level glide flight to increase the stand-off distance.

1.4 Research Objectives

This research is carried out to investigate the damped and steady gliding flight, and

to increase the stand-off distance (maximize the range) of the SUGV. Therefore,

the following points are highlighted on the main objectives of this research work.
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� To avoid the time scaling approach, modified the optimal problem by speci-

fying the height as a stopping constraint for maximum stoppable time.

� Develop a non-uniform control vector parameterization approach for the op-

timization problem.

� Develop a range guidance scheme dependant on dispersion points and angle

of attack.

� Design an integral action based sliding mode controller to track the range

guidance command.

1.5 Thesis Contributions

The main contributions of this thesis are the glide range maximization of SUGV

and the development of a nonlinear closed-loop control system based on range

guidance for SUGV. The following individual contributions lead to these goals.

1.5.1 Open Loop Range Maximization

(a) The optimization problem is formulated with height as the stopping con-

straint for the stoppable time.

(b) The maximum range is yielded by achieving damped and steady gliding flight

through non-uniform control vector parameterization.

(c) A comparison of non-uniform CVP between uncontrolled flight and uniform

CVP has been investigated.

(d) Finally, the non-uniform CVP is compared with the hp-adaptive Gaussian

quadrature collocation based GPOPS tool.

The above contributions resulted in the publication of the following journal:
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� Mahmood A, Rehman F.u and Bhatti A.I. ”Trajectory optimization of a

subsonic unpowered gliding vehicle using control vector parameterization”.

Drones 2022; 6(11): 360. doi.org/10.3390/drones6110360

1.5.2 Range Guidance Scheme

(a) A range guidance scheme based on dispersion points (dropping parameters

from an aircraft or fixed-wing UAV) and angle of attack is proposed to attain

the intended range.

(b) To mitigate the saturation effects and produce a smooth range guidance com-

mand, an Integral Action based Sliding Mode Control (IA SMC) approach

is employed for the nonlinear SUGV.

(c) To reduce the chattering effect in SMC, a atan based strong exponential

reaching law is implemented. Then, a comparison between PID-based SMC

(PID SMC) and (IA SMC) has been simulated and studied.

The contributions mentioned above have been collected in the following journal

publication:

� Mahmood A, Fazal ur Rehman, and Aamer Iqbal Bhatti. “Range Guid-

ance for Subsonic Unpowered Gliding Vehicle using Integral Action based

Sliding Mode Control”, International Journal of dynamics and control (2023):

1-11. doi.org/10.1007/s40435-023-01229-y

1.6 Thesis Structure

� Chapter 2 accounts for the literature review related to range maximization

approaches and range guidance and control. Gap analysis is then described

to guide the research direction and problem formulation.
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� In chapter 3, the 6-DoF model of SUGV has been explained in detail. After

explaining the different axis systems, the transition relation from one system

to another is also explained. Then, the force equations, moment equations,

kinematic equations, and position equations are defined in the wind axis

frame of reference. The nonlinear 6-DoF model of SUGV is decoupled into

longitudinal and lateral models, and the longitudinal model is selected for

further study.

� Chapter 4 is devoted to the description of the range maximization prob-

lem of SUGV. A comprehensive explanation of the types of optimization is

presented. Then, a dynamic optimization problem is formulated to maxi-

mize the range of SUGV. A new formulation of non-uniform CVP is then

explained and at the end of the chapter, a comparison between the range

maximization outcomes for the uncontrolled gliding flight, uniform CVP, and

non-uniform CVP range based on three different cases of nodes is discussed.

Moreover, a comparative study between non-uniform CVP and hp-adaptive

Gaussian quadrature collocation-based GPOPS tool is also presented.

� In chapter 5, a range guidance approach is developed for the desired range

based on dispersion points and angle of attack and then, the IA SMC con-

troller is employed to track the range guidance signal. To verify the superi-

ority of the IA SMC controller through simulation, it is compared with the

PID SMC controller in two different cases, and numerical analysis is also

performed at the end of this chapter.

� Finally, in chapter 6, the thesis is summarized and future recommendations

are made.



Chapter 2

Literature Review

For vehicles such as airplanes, missiles, bombs, gliders, or ground-launched ar-

tillery, there is always a gap in terms of optimal fuel consumption, optimal utiliza-

tion of stored energy, optimal endurance, optimal path following, avoiding no-fly

zones, optimal guidance, optimal terminal guidance, and optimal glide range. Ex-

tending the glide range of aero vehicles is an ambitious and challenging task.

This chapter deals with a comprehensive survey of range maximization of un-

powered gliding vehicles by considering various approaches that contribute to in-

creasing gliding range. Maximum endurance, the geometric configuration of the

aerodynamic surfaces and fuselage, and types of the cost function are various

approaches studied to maximize the gliding range.

Further, a literature survey is conducted based on optimization methods and then

on range guidance and control approaches. Then, based on the observations from

the literature survey, a gap analysis is presented that describes the research direc-

tion and formulation of the research problem.

The structure of this chapter is as follows: section 2.1 illustrates the optimal range

approaches based on a performance measure, endurance, and optimal geometric

configuration of aerodynamic surfaces. Section 2.2 presents a survey based on

optimization methods for range maximization. A range guidance and control

survey for the UGV range is given in section 2.3. The analysis of the gap in range

10
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extension is investigated in section 2.4 and finally, a summary of this chapter is

presented in the last section 2.6.

2.1 Optimal Range Approaches for UGV

As mentioned in the previous chapter UGVs have no source of power so improving

the range is an interesting and complex task. While optimal strategies are classified

into indirect and direct methods [26], and UGV range trajectory is optimized by

applying one of these methods using performance measures such as maximum glide

range [27], maximum endurance [28], maximum horizontal range [29], or maximum

glide ratio [30].

While path constraints such as load factor to achieve wing-level steady gliding

flight, dynamic pressure to avoid structural damage, and heating flux to avoid

melting damage are often used to optimize glide trajectory, and some terminal

constraints are also imposed to achieve stopping goals such as target engagement

and velocity impact.

2.1.1 Glide Range or Horizontal Range Approach

The glide range or horizontal range is used as a performance index for maximizing

the range. The range is one of the most important tactical indicators, and many

missions require a long final range as well as an end time to be determined. Lena

et al. [31] maximized the range of a guided bomb by considering the horizontal

range as a cost function as well as the free final time by applying the Homotopy

method.

In [32], the range maximization problem is solved by dynamic programming us-

ing the horizontal range as a performance index. A numerical approach using

the second-order gradient method and the single-perturbation method for the ini-

tial conditions of an unpowered gliding vehicle is exerted to compute the optimal

range problem in [27, 33, 34]. Qiu et al. [35] addressed the problem of the partial
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GV’s maximum downrange by considering the booster-separated gliding vehicle.

By considering the Legendre–Gauss–Radau collocation points, the nonlinear op-

timization issue was converted into a nonlinear programming problem. Then, to

optimize the downrange, a pseudospectral technique with adaptive mesh refine-

ment was used.

Zhang et al. [24] released an investigation of the maximum gliding range based

on the flight path angle for SUGVs. They also established an inverse relation-

ship between the lift/drag ratio and dynamic pressure to calculate the optimum

lift/drag ratio responsible for the maximum glide range. To optimize the gliding

trajectory of a gun-launched unpowered gliding weapon, the hp-adaptive pseu-

dospectral technique, a trajectory optimization approach, was studied in [36].

Using the Radau pseudospectral approach, Yuan et al. [37] explored the maxi-

mum glide range of a glide-guided bomb. In this work, the principle of covector

mapping is applied to compute the optimal gliding trajectory. Yang et al. [38]

assessed an optimal glide scheme in a maximum range manner (Mayer form of hor-

izontal range) using the Adaptive Radau Pseudospectral method in the GPOPS

tool applied to a point mass model of an airdropped mine. Wang [39] focused on

the optimal design for gliding trajectory with maximum L/D ratio. The trajectory

in the presence of a maximum L/D ratio is shown as a parameter optimization

problem and solved by the direct shooting method.

Yu et al. [40] addressed the problem of oscillations in the glide phase reducing the

optimal glide range. The authors proposed a suppression scheme based on feedback

control to control the glide range. If the total loss of thrust occurs during flight, a

powered aircraft converts to a glider, which can use kinetic and potential energy

only. For this reason, an optimal approach is needed for enhancing the glide range

in cases of the total loss of thrust.

Shapira et al. [41] introduced the singular perturbation theory to optimize the

range by taking timescale separation and dynamic effects into consideration. They

also used a dichotomic basis method to build an indirect solution for optimum

control over two timescales. Considering an engine failure scenario, Feng et al.
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[42] paid attention to increasing the gliding range as well as endurance through the

FALCON tool. Ben Asher et al. [29] put into action a pseudo-spectral technique

based on GPOPS and DIDO tools to optimize the glide range trajectory taking

into account the effects of initial condition variation on the engine cutoff scenario.

Segal et al. [43] released a glide range maximization algorithm for engine-out

aircraft that ensured a constant heading and velocity during descent flight. They

also developed a relationship for the maximum glide speed that depends on the

speed of the aircraft in the presence of still air.

2.1.2 Endurance Approach

Endurance means how much time the gliding vehicle uses to perform gliding flights

or stay in the air, and it also participates in maximizing the standoff distance of the

gliding vehicle. In [44], the authors adopted a control parameterization method

to solve the maximum endurance problem. Walton [28] borrowed a simplified

model of a ground launch gliding vehicle to maximize endurance, providing a

comparison of two different numerical approaches to the endurance problem and

the maximum range of a gliding vehicle. Vinh et al. [45, 46] presented an optimal

endurance solution to obtain the stand-off distance between the aircraft and the

target through Pontryagin’s principle. The authors also applied a point mass

model with bank angle as the control variable with maximum load factor and

maximum lift coefficients as constraints. The main objective of these investigations

is to study the effect of release point on stand-off distance and endurance. In [47],

the perturbations in the initial conditions are investigated employing analytical

solutions to examine the effect of tolerance on the gliding range.

2.1.3 Aerodynamic Surfaces Configuration Approach

The main objectives of the aero configuration are first to create an aero configura-

tion with a high L/D ratio to maximize range and second to develop controllability

and stability characteristics resulting in steady gliding flight. Precise geometry in
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the configuration of wings, tails, and fins also helps to increase stand-off distance.

Furthermore, an unpowered aerodynamic model is designed for maximum glide

range using empirical and non-empirical methodologies.

Elsherbiny et al. [23, 48] published a solution for optimal aerodynamic lifting

surfaces to extend gliding range using a hybrid optimization algorithm integrated

with missile DATCOM. In [49], a particle swarm optimization approach is used in

conjunction with missile DATCOM to optimize the shape, fin size, and position

of the control surfaces for a given projectile’s gliding range.

In [50], a range extension of gliding indirect munition is optimized by lifting sur-

faces resulting in optimal L/D ratio and trim angles. In [51], the geometry of the

actuators and flight dynamics have been optimized to evaluate the long range of

the guided projectile.

In [52], to improve the range of the guided bomb, two different scenarios of the

tail cross fins stretch out model and fins folded model is executed. Kivaj et al.

[53] considered a multidisciplinary conceptual design optimization approach with

genetic algorithms focused on optimizing the position of aero surfaces and the

geometry of guided projectiles resulting in increased range.

2.2 Optimization based Approach

Numerical dynamic optimization is classified into indirect and direct methods. In

the indirect method, the optimal problem is transformed into a two-point boundary

value problem and then solved using a variational calculus approach.

In the direct method, the optimization problem is discretized and then converted

to a nonlinear programming approach [54] and a detailed classification is presented

in Chapter 4.

In this section, the range of UGVs based on indirect and direct methods is pre-

sented.
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2.2.1 Indirect Method

A homotopy scheme (already found a gliding trajectory based on the optimal L/D

ratio for comparison), has been employed to compare with the outcome of maxi-

mum principle to obtain maximum gliding range in [31]. Kim et al. [55] studied

the effects of fin deployment and autopilot delay on achieving the maximum range,

and the authors developed a two-stage Hamiltonian function to solve a variational

calculus problem.

In [27, 33], to study the effect of initial altitude and velocity on the range max-

imization problem, a two-point boundary value problem is formulated and then

the necessary conditions are calculated individually by the second-order gradient

method, and the singular perturbation method.

Vinh et al. [45] obtained the optimal subsonic gliding flight solution of an un-

powered gliding vehicle in a horizontal plane by applying Pontryagin’s principle.

In some optimization problems, the optimal control during the formulation proce-

dure faces a singular arc (Hamiltonian depends on the control in a linear manner)

problem.

Rivas et al. [56] studied the maximum glide range problem by considering the

singular arc problem. Burich et al. [57] published a new concept to overcome the

drawback of the indirect method in which the initial conditions of the co-states

introduce complexity and insensitivity. They transform the range maximization

problem into a direct form, and an indirect approach is then considered to obtain

the maximum glide range.

2.2.2 Direct Method

The direct method is further classified into control vector and combined state and

control vector discretization [54]. A study on range maximization based on quasi-

equilibrium glide condition is carried out, and also the effect of the increasing

number of nodes on the maximum range is investigated in [58]. Jiao et al. [32]
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solve the maximum range problem using a direct method in which they transform

the control vector into cubic polynomials to avoid discontinuities. Feng et al.

[42] used the FALCON tool to obtain the optimal gliding trajectory. This tool

transforms the optimization problem into nonlinear programming and then uses

the primal-dual interior point algorithm with a filter line search method.

Guo et al. [36] chose the Hp-Adaptive Pseudospectral Method to maximize the

gliding range in which the optimal control problem is modeled as a nonlinear pro-

gramming problem by parameterizing the state and control using global polyno-

mials (Chebyshev or Lagrange polynomials), and collocating the differential equa-

tions using nodes obtained from a Gaussian distribution. Yan-bo et al. [37] per-

formed glide trajectory optimization by incorporating the Radau Pseudo-spectral

Method, a global collocation method based on Chebyshev polynomials.

In [59], a Chebyshev Pseudospectral Method is utilized to perform the glide tra-

jectory optimization in a windy environment. Qui et al. [35] performed the op-

timization to achieve maximum range and employed the Legendre–Gauss–Radau

collocation approach to transforming the infinite-dimensional problem into the fi-

nite problem, and adaptive mesh refinement pseudospectral method is then used

to optimize the control vector intervals. In [24], a GPOPS tool that solves dynamic

optimality problems by the hp-adaptive pseudospectral method is used to obtain

the maximum range of SUGV.

Yang et al. [38] optimized an optimal glide scheme of an airdropped mine in a max-

imum range manner using the Adaptive Radau Pseudospectral method through

the GPOPS tool. A Control Vector Parameterization (CVP) method based on a

Gaussian distribution of time nodes is applied in [60], and then the downrange is

optimized based on the resulting CVP.

The range maximization problem is also related to the time maximization problem

because there is no estimate of the terminal time when the unpowered gliding

vehicle will complete its gliding flight. So to overcome this problem, Zang et al.

[24] put into action an enhancing parametrization method, and in this method,

the time scale is converted to a specific scale that ranges from zero to one, and
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then a CVP approach is utilized to achieve the maximum glide range. Teo et al.

[61] solve the problem of maximizing the range of a gun-launched projectile, and

to solve this problem, they transformed the infinite-dimensional problem into a

finite-dimensional problem through CVP.

Liu et al. [62] developed a constraint handling approach for a hypersonic gliding

vehicle, and then the authors employed a classical control vector parametrization

approach to optimize the maximum downrange of the gliding vehicle. In [39], a

control parametrization with a multiple shooting approach is considered to opti-

mize the gliding range of an unpowered gliding vehicle.

Liu [63] employed an adaptive control arc length based trajectory optimization

methodology that combines the CVP method with a Gauss time grid distribu-

tion and an adaptive time grid refinement procedure to increase the downrange

performance of a hypersonic GV after the re-entry phase.

To increase the hypersonic UGV range, Hui et al. [64] combined the conventional

CVP approach with an improved sparrow search algorithm and a time-scaling ap-

proach. They also used the golden sine update strategy, and tent chaotic sequence

mapping to obtain the initial guess efficiency and optimality.

2.3 Range Guidance and Control

Offline optimization means solving as much of the problem as possible on the com-

puter and then using the best results to track through the appropriate controller.

In the glide phase of a hypersonic vehicle, the glide path angle γ∗ at (L/D)max

in the quasi-steady equilibrium condition is named the commanded glide path

angle and it is derived by assuming that dynamic pressure during flight remains

constant.

A feedback controller for the α∗ and γ∗ is represented as [65]

α = α∗ −Kγ(γ − γ∗) (2.1)
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where the angle of attack is α∗ at (L/D)max and this guidance law is mostly em-

ployed in the hypersonic range guidance [24, 40, 58]. A dynamic pressure tracking

guidance scheme for a hypersonic vehicle is studied in [66]. The main goal of

this study is to reproduce the offline optimal trajectory in real-time and the au-

thors extended the concept of a feedback controller (2.1) suitable for adjusting the

dynamic pressure since the dynamic pressure becomes an important factor, espe-

cially for hypersonic gliding vehicles. In [51], a quasi-equilibrium glide condition

in a predictor-corrector guidance algorithm is applied to eliminate the phugoid

oscillations during mid-course guidance, and an altitude-based acceleration law is

developed to extend the gliding range.

Figure 2.1: Optimal dynamic pressure tracking [66].

Fok et al. [67] designed a dynamic pressure based feedback controller and the

main objective of this controller is to maintain the desired dynamic pressure set

point to increase the gliding range. Feng et al. [42] developed an optimal range

guidance model based on a L1 adaptive altitude controller, and then the offline

computed optimal glide trajectory is exerted to track the altitude. Mir et al.

[68] designed a feedback control scheme, computed the trim profile with constant

dynamic pressure, and then used a gain-scheduled LQR controller to obtain the

SUGV gliding range.

Phillips et al. [69] developed an optimal guidance rule for a gun-launched sub-

sonic gliding vehicle that ensures maximum glide range and maximum flight time

based on a time-to-go strategy, and then the model predictive control scheme is

applied to control the gliding flight and ensuring the terminal guidance. Intelli-

gent technologies grouped under the banner of artificial intelligence have begun to

demonstrate promising outcomes in the optimization sector.
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In [70], a neural network-based optimal glide control approach is developed which

ensures maximum glide range during engine off scenario. Reinforcement learning

(RL) is the process of learning based on trials and improving the choice of actions

(control input) to maximize the cumulative reward (cost function). To determine

the best strategy that maximizes the cumulative reward from interactions with

the environment (maybe a dynamical system), the agent (controller) updates the

policy (control law) for each time step on behalf of the observations (trajectories)

and reward, and Fig.2.2 shows the implementation of RL.

Figure 2.2: Implementation of RL.

Din et al. [71–74] exerted the RL approach to achieve the maximum range of

subsonic UAV by modifying the RL algorithms such as DDPG, TRPO, PPO, and

MRL.

2.4 Gap Analysis

Much of the research on extending glide range has been concerned with hypersonic

UGVs. On the other hand, SUGVs have limited research on glide range extension

and do not have to face the glide range maximization problems of hypersonic
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UGVs, as their structure, fuselage, and control surfaces are designed to operate in

the subsonic spectrum.

When the SUGV achieves the desired dispersion points and is released from the

carrier platform, the horizontal component of the drag force is less than or equal

to the horizontal component of the airspeed. At the same time, the vertical com-

ponent of the lift force is larger than the vertical component of the drag force

which adds more altitude to the initial altitude and this increase may lead to the

collision of the SUGV with the carrier platform. After gaining some altitude, the

vertical component of the drag force becomes greater than the vertical component

of the lift force, and at the same time, the horizontal component of the drag force

becomes greater than the horizontal component of airspeed, thus the SUGV goes

nose down. This is unstable glide phase, and is repeated until the SUGV enters

the stable glide phase. An unstable glide phase causes a reduction in glide range

because mechanically stored energy is mostly consumed in this phase to stabilize

the gliding flight, and to overcome this, constraint on airspeed and load factor as

control variable are used to maximize the glide range in [75] but this approach

could not completely stabilize this phase. A stable glide phase is ensured by the

pitching moment inherent to the SUGV’s fuselage through the control surfaces

and geometric configuration. Consequently, handling of unstable glide phase re-

quires dealing with the short period mode (fast states in longitudinal mode) as

fast pitching moment stabilization can be obtained from the pitch rate and nose

alignment can be obtained from the angle of attack. So by imposing constraints

on load factor and short period mode, damped and steady gliding flight can be

achieved that eliminates the unstable glide phase and increases the gliding range

or horizontal range.

A closed-loop range guidance scheme is another approach by which the intended

glide range or horizontal range of the SUGV can be achieved. In this approach, the

controller ensures the states of the SUGV to track the range guidance command

and this controller can be an intelligent controller or a linear/nonlinear controller.

Intelligent controllers such as RL controller [71–74] are used to achieve the glide

range of SUGV but the performance of RL controller depends on the design of
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the reward function which behaves as an optimal function. The control scheme

presented in [68] is based on a constant pressure-based trim profile which is fur-

ther considered to linearize the SUGV model and employ a closed-loop approach

to stabilize the states and such that the SUGV performs gliding flight based on

constant pressure. During steady glide flight, the SUGV tries to maintain a con-

stant glide path angle, which means that the ratio of height decrease to horizontal

distance increase remains constant. A range guidance scheme based on dispersion

points and angle of attack can be designed to achieve the desired horizontal range

through a closed-loop approach by selecting the appropriate controller. The dis-

persion points are responsible for the glide path angle with respect to the intended

horizontal range in this range guidance.

2.5 Problem Statement

As discussed in section 2.4, an unstable glide phase can cause a collision of SUGV

with the release platform and a reduction in glide range. Furthermore, the de-

velopment of range guidance to achieve the required horizontal range through a

closed-loop scheme. Thus, the main objective of this research work is twofold:

1. Formulate an optimization problem capable of handling unstable gliding

flight as well as maximizing the gliding range. Additionally impose a short

period mode constraint and load factor constraint to achieve steady gliding

flight.

2. Develop range guidance based on the dispersion points and angle of attack

to achieve the intended horizontal range of the SUGV through a suitable

nonlinear controller in the presence of nominal environment.
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2.6 Summary

In this chapter, a detailed literature review on the range extension of unpowered

gliding vehicles is presented. After presenting the literature survey, the research

direction is extracted from the gap analysis. According to the survey, there is

a need to mitigate the instability in the early phase of the glide trajectory, and

via this range may be expanded, and it is also observed that the most optimal

trajectory tracking-based feedback control schemes are developed. Consequently,

there is a need to develop an intended range-based closed-loop control scheme that

is easy to implement and eliminates instability problems.

In the next chapter, the system description about SUGV is presented.



Chapter 3

System Description

This chapter begins by discussing the axis systems used in deriving the equations

of motion for an Unpowered Gliding Vehicle (UGV). The equations of motion

for a rigid UGV are then derived from Newton’s second law. Following that,

kinematic equations and position equations are reviewed and incorporated into

the equations of motion to construct a complete set of nonlinear UGV dynamic

equations. Eventually, the longitudinal dynamic model is stated in terms of the

UGV’s states and physical properties.

Section 3.1 describes the different axis systems necessary to construct the UGV

dynamic model. Section 3.2 covers the UGV 6-DoF model. Section 3.3 presents the

longitudinal dynamic equations of the UGV, while Section 3.4 provides a summary

of this chapter.

3.1 Introduction

While studying the motion of any aero-vehicle, its stability needs to be thoroughly

investigated, and a complete study of the aero-vehicle can be done by analyzing its

stability. The major themes of the study are how effectively an aero-vehicle can fly

and how it can be steered. The capacity of an object to recover to its equilibrium

state after being disrupted is referred to as stability. Static and dynamic stability

23
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are two aspects of aero-vehicle stability. The reluctance of an aero-vehicle to

return to an equilibrium condition in the face of disruption is referred to as static

stability. If time is involved in the stability, the stability is transformed into

dynamic stability. When the motion of an aero-vehicle after being perturbed

diminishes over time and attains an equilibrium state known as dynamic stability.

In addition to static stability, an aero-vehicle must be dynamically stable. The

stability factor is critical in understanding the dynamic properties of an aero-

vehicle and devising controls. The flying qualities of any aero-vehicle depend on the

performance of the controller and the opinion of the pilot. It is therefore important

to understand the relationship between flight characteristics with the equations

of motion of any aero-vehicle. Additionally, before formulating the equations of

motion for an aero-vehicle, it is crucial to have a basic understanding of the various

frames of reference and coordinate systems. The need for suitable coordinate

systems arises when the position and velocity of the aero-vehicle with respect to

the ground are to be navigated and when the position and velocity with respect

to the environment are required for the performance of the aero-vehicle.

3.1.1 Coordinate Systems

To construct the 6-DoF equations of motion, it is critical to ensure that all neces-

sary information is required in the relevant axis system. The static aero coefficient

data is usually obtained in the body axis whereas the dynamic aero coefficient data

is obtained in the stability axis. Furthermore, the orientation on which the 6-DoF

model is based differs from the orientation on the ground. So for these reasons,

the coordinate transformation is required.

In physics, a frame of reference refers to a coordinate system or set of axes within

which the position, orientation, and other properties of object can be measured,

or it can refer to an observational frame that describes the state of motion of an

observer. It can refer to both an observational reference frame and its associated

coordinate system as a single unit. Also, all coordinate systems have the common

property of being right-handed and orthogonal.
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3.1.1.1 Inertial Axis

A frame of reference in which an object moves along a straight path with a constant

velocity while not being acted upon by forces is called an inertial frame of reference

(Galilean frame of reference).

Figure 3.1: Inertial frame of reference

Consequently, an object accelerates concerning an inertial frame only when a phys-

ical force, either external or internal, is applied, and the object then continues to

move according to Newton’s first law of motion. Newton’s first law asserts that

unless forced to alter its condition by the action of an external force, an object

will stay at rest or in uniform motion in a straight line.

So, all inertial frames are moving in a constant, rectilinear motion with regard to

one another and are not accelerating. For the inertial frame, the Earth is assumed

to be non-rotating and flat because the range of flight is small and the angular

rotation of the Earth is smaller than the normal angular rotation of an aero-vehicle.

An inertial axis system with the origin at a convenient point on the Earth’s surface,

FI(OXeYeZe), is chosen and shown in Fig. 3.1. The axis system is right-handed

with the positive Ze pointing towards the center of the earth. Xe is perpendicular

to Ze and is positive to the north, and Ye is perpendicular to the XeZe -plane and

is positive to the east.
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3.1.1.2 Body Axis

A frame of reference relative to the structure of the body is known as the body

axis. In this axis system, the origin fixes (center of gravity) with respect to the

body but the axes are free to rotate and It is a right handed reference frame. Body

axis system is important for describing the dynamic equations of an aero-vehicle

and is shown in Fig. 3.2. X b axis is in the plane of symmetry of the aero-vehicle

and is positive in the forward direction.

Z b axis is also in plane of symmetry and perpendicular to X b axis and positive in

downward direction. Y b axis is perpendicular to the X bZ b plane and positive to

the right starboard wing. X b, Y b, and Z b are also known as the roll axis, pitch axis,

and yaw axis, respectively. Since all inertial laws are valid in the inertial frame of

reference and to compute the dynamic equations of the aero-vehicle in the body

frame of reference, a transformation is necessary to specify the orientation of the

body axis system to the inertial axis system.

This is usually accomplished by employing a set of three Euler angles, which define

an ordered set of rotations from one axis system to another. This method yields

a Direction Cosine Matrix (DCM ) [76], which can produce equations relating to

different flight angles. the rotational sequence is as follows:

TMψ =


Cψ Sψ 0

−Sψ Cψ 0

0 0 1

 (3.1)

TMθ =


Cθ 0 −Sθ
0 1 0

Sθ 0 Cθ

 (3.2)

TMϕ =


1 0 0

0 Cϕ Sϕ

0 −Sϕ Cϕ

 (3.3)
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Figure 3.2: Body axis

where S and C are subscript of ’sin’ and ’cos’. The rotational sequence is encap-

sulated as

� The right-handed rotation of the Zb axis produces ψ.

� In the result of Zb axis rotation, the new Yb axis is obtained, which is then

rotated to generate θ

� A new Xb axis, in the result of Yb axis rotation, is rotated to obtain ϕ.

The conversion from inertial to body-fixed reference frame and vice versa is ob-

tained by the following matrix multiplication.

DCM = TMψTMθTMϕ (3.4)

3.1.1.3 Stability Axis

It is a unique axis system that is influenced by the angle of attack. The X b of the

aero-vehicle is usually not coincident with the relative wind, and this difference

creates an angle called the angle of attack α. The stability axis system is therefore

used to associate X b with the relative wind. Basically, the body axis system is

rotated about the Y b to accommodate α. Additionally, This is a right-handed

system in which X s is aligned with the relative wind in steady flight, Y s identical
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to Y b, and Z s is perpendicular to the X sY b plan. It is important to keep in mind

that if α is zero then this is a real body-axis system.

A pictorial illustration of the stability axis system is shown in Fig. 3.3. The

relation of the change of the stability axis to a body axis is also expressed in this

way. 
Xs

Ys

Zs

 =


Cα 0 Sα

0 1 0

−Sα 0 Cα



Xb

Yb

Zb

 (3.5)

Figure 3.3: Stability axis

3.1.1.4 Wind Axis

The wind axis system is significant in determining the aero coefficients and aero

forces, and it is also affected by the sideslip angle. The angle difference between

the relative wind and the plane of symmetry of an aero-vehicle is known as sideslip

angle β, and it is positive when the relative wind is from the right side of the plane

of symmetry.

β is measured in the wind axis, although Zw stays the same as Z s. X w is along

the relative wind and Y w is chosen in such a way to follow a right-hand rotation

trend. Zw is rotated around the symmetry plane to accommodate β. It is worth

mentioning that when β is zero, the wind axis and stability axis coincide. Only



System Description 29

in this situation, Y w coincident with Y s and Y b, is normal to the X bZ b. Fig.

3.4 depicts a graphical representation of the wind axis system. A stability axis to

wind axis and a body axis to wind axis change are also expressed in this way
Xw

Yw

Zw

 =


Cβ Sβ 0

−Sβ Cβ 0

0 0 1



Xs

Ys

Zs

 (3.6)


Xw

Yw

Zw

 =


CαCβ Sβ SαCβ

−CαSβ Cβ −SαSβ
−Sα 0 Cα



Xb

Yb

Zb

 (3.7)

The transformation of the body axis to the wind axis is outlined as:

� A right-handed rotation about the Y b axis, to align X b with the relative

wind, resulting in a stability axis.

� A right-handed rotation about the new Z s axis to match the symmetry plane

with the relative wind yields the wind axis.

3.2 Construction of Equations of Motion

After defining the various axis systems and transformation relationships, the equa-

tions of motion for the SUGV can be derived from Newton’s second law of motion.

The sum of all external forces acting on a body must be equal to the time rate

of change of its linear momentum, and the sum of all external moments must be

equal to the time rate of change of its angular momentum, as stated by Newton’s

second law of motion, where the time rate of change is with respect to the inertial

space. During a frame of reference shift, the rate of change of the vector varies

when viewed from the reference axis system.

When two or more axis systems rotate relative to each other, the Coriolis equation

needs. So the Coriolis equation is defined as the motion of an object P as seen
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Figure 3.4: Wind axis

from a frame of reference A is equal to its motion as seen from a moving frame

of reference B , plus the motion resulting from the relative angular velocity of the

moving frame with respect to the reference frame [77].

So the statement of Coriolis equation can be written as

ṘB = ṘA + ωA ×RA (3.8)

where ṘA is the velocity vector as seen from the moving frame and ṘB is the

moving reference frame.

3.2.1 Force Equations

Newton’s second law for linear motion is written as

d

dt
(mv)|I =

∑
F (3.9)

where m is the constant mass and Earth is the inertial frame of reference. v and F

are the vectors of velocity and acting forces, respectively. After using the Coriolis

equation (3.8) and applying the transformation from the body to the wind axis

(3.7), a general force equation relationship is given as

u̇w + ωw × uw =
Fw
m

(3.10)
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where uw and ωw are the linear velocity and angular velocity components in the

wind axis along the Xw, Yw and Zw axes, respectively.

Fw is the sum of the aerodynamic forces and gravity forces in the wind axis along

the X,Y and Z axes, respectively. So after solving (3.10) by complex calculations,

the force equations in the wind axis for SUGV are written as follows.

V̇ = −D
m

+ F gx
w (3.11)

β̇ =
Y

mV
−R +

F gy
w

V
(3.12)

α̇ = − L

mV Cβ
+

Q

Cβ
+

F gz
w

V Cβ
(3.13)

where F gx
w , F gy

w and F gz
w are expressed as

F gx
w = g ∗ (SβSϕCθ − CαCβSθ + SαCβCϕCθ)

F gy
w = g ∗ (CαSβSθ + CβSϕCθ − SαSβCϕCθ)

F gz
w = g ∗ (SαSθ + CαCϕCθ)

(3.14)

States of force equations, aerodynamic forces, and gravitational forces are all char-

acterized as

� V is the airspeed, β is the sideslip angle along the Yw axis, and α is the

angle of attack along the Zw axis.

� D is the drag force along the Xw axis, Y is the side force along the Yw axis

and L is the lift along the Zw axis.

� Gravitational forces (F gx
w , F gy

w , F gz
w ) are in the wind axis.

3.2.2 Moment Equations

For angular motion, Newton’s second law is stated as follows.

d

dt
(H)|I =

∑
MA (3.15)
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where H is the angular momentum of the SUGV defined as H = IB ∗ωB and IB is

the moment of inertia of the SUGV about the body axis. In our case, the SUGV

is assumed to be symmetric about the XbZb plane then the products of inertia,

Ixy, and Iyz are zero.

IB =


Ixx Ixy Ixz

Ixy Iyy Iyz

Ixz Iyz Izz

 (3.16)

So after employing the Coriolis equation (3.8), the moment equations along the

X,Y and Z axes are written as

℘Ṗ = Izzl + IxzN + PQIxz(Ixx − Iyy + Izz)−QR(I2xz + I2zz − IyyIzz) (3.17)

IyyQ̇ =M + PR(Izz − Ixx)− Ixz(P
2 −R2) (3.18)

℘Ṙ = Ixzl + IxxN −QRIxz(Ixx − Iyy + Izz)− PQ(I2xz + I2xx − IxxIyy) (3.19)

where ℘ is (IxxIzz − I2xz), and It is worth noting that all gravitational moments

are zero because the force of gravity acts on the CG of the SUGV.

The angular rates and moments are itemized as follows

� P, Q and R are the rolling rate along the Xb axis, the pitch rate along the

Yb axis and the yaw rate along the Zb axis, respectively.

� l, M and N are the rolling moment along the Xb axis, the pitch moment

along the Yb axis and the yaw moment along the Zb axis, respectively.

� All gravitational moments (lg, Mg, Ng) are zero.

3.2.3 Kinematic Equations

The equations of motion are derived in the moving body axis system. But un-

fortunately, the orientation of the SUGV is represented in the fixed body axis

system. So to relate the angular velocities to the axes of a fixed body, a relation
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is written in terms of the Euler angular rates as follows

ϕ̇ = P +QSϕTθ +RCϕTθ (3.20)

θ̇ = QCϕ −RSϕ (3.21)

ψ̇ = Q
Sϕ
Cθ

+R
Cϕ
Cθ

(3.22)

where T is the subscript of ’tan’ and the Euler angles are defined as

� ϕ is a roll angle along the X b axis.

� θ is a pitch angle along the Y b axis.

� ψ is a yaw angle along the Z b axis.

3.2.4 Position Equations

The equation of the position of SUGV in the wind axis system are described as

follows

ṖN = V (CαCβCθCψ + Sβ(CψSθSϕ − SψCϕ) + SαCβ(CψSθCϕ + SψSϕ)) (3.23)

ṖE = V (CαCβCθSψ + Sβ(SψSθSϕ + CψCϕ) + SαCβ(SψSθCϕ − CψSϕ)) (3.24)

ḣ = V (CαCβSθ − SβCθSϕ − SαCβCθCϕ) (3.25)

The states of the position equation are summarized as follows

� PN represents the horizontal distance, also known as the range.

� PE represents latitude, commonly known as side distance.

� PN denotes the vertical distance or height measured up to ground level.
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3.3 Longitudinal Equations of Motion

To compute control derivatives and stability derivatives, each aero-vehicle is split

into four aerodynamic surfaces: wings, tailplane, fin, and fuselage. Any aero-

vehicle’s aerodynamic study is separated into two parts: symmetric flow (longitu-

dinal) analysis and asymmetric flow (lateral) analysis. Because of the symmetric

plan, the lateral motion during longitudinal motion is assumed to be zero. During

lateral motion, there remains an opportunity for aerodynamic interfaces between

the various surfaces of the aero-vehicle.

Figure 3.5: Longitudinal model

This means that all aerodynamic coefficients have some effect. However, the effects

of the lateral coefficients are smaller than the longitudinal ones and hence can be

assumed zero [15]. These assumptions lead to an aerodynamic analysis to the

dynamics into a longitudinal and lateral aerodynamic dynamics.

Since the model of 3-DoF motion in longitudinal is significantly simpler than the

model of 6-DoF motion and it is also useful to explore the equations of motion

under wings-level steady-state flight conditions. Figure 3.5 depicts a longitudinal

model with aero forces and pitching moment during unpowered gliding flight based

on the preceding discussion. The following is an explanation of the longitudinal

dynamical model of SUGV.

mV̇ = −D −W (SθCα − CθSα) (3.26)
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mα̇ = −L

V
+
W

V
(CθCα + SθSα) +mQ (3.27)

Q̇ =
M

Iy
(3.28)

θ̇ = Q (3.29)

Ṙ = V (CθCα + SθSα) (3.30)

ḣ = V (SθCα − CθSα) (3.31)

3.3.1 Aerodynamic Forces, Moment and Coefficients

The continuity principle of incompressible flow and the Bernoulli equation are the

fundamental building blocks for calculating aerodynamic forces, and these forces

are also dependent on dynamic pressure. The lift L and drag D forces are usually

calculated in the wind axis, and the pitching moment M is computed in the body

axis, and shown as

L = 0.5ρV 2SCL

D = 0.5ρV 2SCD

M = 0.5ρV 2SC̄CM

(3.32)

where CL, CD and CM are the aerodynamic coefficients, S is the wing surface

area, C̄ is the aerodynamic chord of the wing, ρ is the air density function of the

altitude [15].

ρ = 1.222− 1.15e−4h+ 3.18e−9h2 (3.33)

It is important to note that the relation of ρ in (3.33) is valid for 11 km to 0 km

altitude. The lifting effect of the fuselage is often neglected because it is usually

much smaller than that of the wing.

Although the tailplane’s lift effect is frequently insignificant, even when compared

to the wing, it is still taken into account in the model analysis because of its

profound impact on the pitching moment coefficient. The impact of drag on the

tailplane, on the other hand, is ignored since it is minor in comparison to the wing
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and fuselage. Airflow parallel to the symmetric plan shows that the fin produces

no lift force and its drag force is neglected for the same reason as that of the

tailplane. The preceding debate can be summed up as follows.

� Lift force is produced by the wing and tailplane.

� Wing and fuselage produce drag force.

During longitudinal motion, lateral aerodynamic coefficients are assumed to be

zero due to the symmetric plan. Additionally, an aero-vehicle typically has a

flexible structure and can be damaged by the effects of high dynamic stresses.

Therefore, it is important to calculate the aerodynamic coefficients, in practice, as

functions of altitude, Mach, and the aerodynamic angles [15].

Deflection of the control surfaces changes the coefficients and consequently changes

the camber of the wing, which changes the drag, lift, and pitching moment. A few

assumptions are considered before defining the aerodynamic coefficients as follows

� The coefficients are not affected by the zero angle of attack.

� The coefficients are independent of the aerodynamic angle of attack rates.

Then drag CD , lift CL , and pitching moment CM coefficients are defined as

CL = CLαα +
CLQ

QC̄

2V
+ CLδe

δe

CD =
C2
L

2πeAR
+ CDδe

δe

CM = CMαα +
CMQ

QC̄

2V
+ CMδe

δe

(3.34)

where CLδe
, CDδe

and CMδe
stand for the partial derivative of lift, drag, and pitching

moment with respect to the elevator deflection δe. CLα and CMα point out the

partial derivative of lift and pitching moment with respect to α, respectively. CLQ

and CMQ
are the partial derivative of lift and pitching moment with respect to Q,

respectively. Moreover, e is the Oswald efficiency number, and AR is the aspect

ratio of the SUGV.
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3.4 Summary

In this chapter, the inertial axis system, body axis system, stability axis system

and wind axis system with transformation relations are described. A transfor-

mation relation between two moving frames of references is also defined, known

as the Coriolis equation. Then, a 6-DoF mathematical model, Newton’s second

law based relation for linear and angular motions, orientation-based equations,

and position-based equations are written for gliding vehicle. After that, a de-

coupled nonlinear longitudinal model for a SUGV with aerodynamic forces and

aerodynamic coefficients is presented which is considered for further study.
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Trajectory Optimization of SUGV

In many aero gliding vehicles, achieving the maximum gliding range is a challeng-

ing task. This chapter describes the maximum range problem of SUGV. When

the SUGV starts gliding at the given dispersion points, it eventually strikes the

ground after some distance, and height is considered as a stopping constraint in

this general condition. To avoid the time-scaling approach for the free time opti-

mal problem, the maximum stoppable time with a stopping constraint is addressed

to attain the maximum glide range.

This problem can be chosen as an optimal gliding range problem which can be

solved by direct methods. After being released from dispersion points, the SUGV

has to face fluctuating gliding flight because of the flight phase transition that

causes gliding range reduction.

To achieve a damped and steady gliding flight while maximizing the gliding range,

A non-uniform Control Vector Parameterization (CVP) approach is proposed that

uses the notion of exponential spacing for the time vector. When compared with

the maximum step (uncontrolled flight) input and conventional uniform CVP ap-

proach, simulations of the proposed non-uniform CVP approach demonstrate that

the SUGV exhibits superior damping and steady gliding flight, with a maximum

gliding range. To observe the effect of control nodes by considering the proposed

CVP approach, three different cases for range maximization are also illustrated.

38
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The architecture of this chapter is outlined as follows: Introduction to optimization

and its types are described in section 4.1. Problem formulation with maximum

stoppable time in section 4.2 is narrated. Uniform CVP and proposed non-uniform

CVP are explained in section 4.3. The results of three cases are discussed in section

4.4 and a comparative analysis is also elucidated. Finally, section 4.5 sums up the

chapter.

4.1 Introduction

One of the challenges of engineering is to accomplish tasks optimally with minimum

energy and resources. Because of the unpredictable nature of things, the term

optimal has a very vague and complex meaning. Controlling sophisticated dynamic

systems, such as limiting the miss distance between a gliding weapon and its

stationary target, on the other hand, is a difficult challenge. As a result, the

method or strategy used to tackle one job is not always appropriate for subsequent

ones.

Yet, for a given system or process, an accurate characterization of the needs,

available resources, and the physical restrictions on specific capacity (constraints)

allows engineers to feel more confident in identifying the best, most advantageous,

most helpful, or optimal solution. Practical realization of the optimal solution

is the next step that engineers have to accomplish. During implementation, the

engineers frequently confront several hurdles that force them to come up with the

closest or best solution.

This can be achieved by updating or rejecting some user demands without sacri-

ficing generality. During the entire optimization process, the main objective of the

problem is to satisfy a goal function, cost function, target function, performance

measure or performance index, and the optimal problem can easily be transformed

into a minimal problem and vice versa. In the field of mathematics, the method of

solving an optimization problem is called ’programming’ and the numerous forms
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of programming that are suboptimal regions of optimization vary dependent on the

cost function and constraints. Some basic programming approaches are defined as

Linear Programming: It is the process of solving optimization problem involv-

ing a linear cost function and linear constraints and is represented as follows:

J = min P̃Tx

s.t. ax = b,

x ≤ 0

(4.1)

where J is a linear cost function, P̃ ∈ ℜm×n is constant vector and x ∈ ℜn is

the design variable vector, a ∈ ℜm×n and b ∈ ℜm. All constraints remain linearly

independent. To ensure that all constraints continue to be linearly independent,

it is assumed that the matrix a is of full rank.

Quadratic Programming: If in (4.1) the quadratic cost function has linear

constraints, the optimization problem is transferred to quadratic programming

and is written as follows:

J = min 0.5xT P̃x+ Q̃x+ R̃

s.t. ax = b,

x ≤ 0

(4.2)

where P̃ ∈ ℜn×n is a symmetric strictly positive semi-definite matrix, Q̃ ∈ ℜn,

R̃ ∈ ℜ. It is worth noting that a quadratic programming problem is always convex.

If the inequality constraints are convex in nature, this method of programming is

known as Quadratically Constrained Quadratic Programming.

4.1.1 Classification of Optimization

Before attempting to solve the optimization issue, it is critical to determine the

effect of time, which plays a crucial role in categorising the optimization problem
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as static or dynamic. The problem is addressed as a dynamic optimization problem

if the optimal solution is found in time space.

4.1.1.1 Static optimization

The main focus of static optimization is on optimal physical structural design and

optimal value measurements. Another concern of static optimization is to control

a plant or system at a steady state, which means that the states of the system do

not vary with time, and in this case, the system is described by algebraic equations

and is solved by ordinary calculus, Lagrange multiplier, linear and nonlinear pro-

gramming techniques. The outcomes of static optimization are calculated using

the search method or optimality criteria method as shown in Fig.4.1.

Optimality criteria are conditions that a function must meet at its minimum point,

and optimization methods that assist in finding a solution to satisfy the optimality

criteria are sometimes referred to as optimality criteria methods.

The design space for the optimal solution is traversed numerically in search meth-

ods, and this search begins with an initial estimate of the optimum design for the

problem. If the initial optimum design does not meet the optimality criteria, it

is updated iteratively until the optimality criteria are met. To solve the static

Figure 4.1: Classification of static optimization methods.

optimization problem, consider a target function F of several design variables

x1, ..., xn under the constraints of the form Gi(x1, ..., xn) = 0, G̃i(x1, ..., xn) < 0,
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and Ĝi(x1, ..., xn) > 0 for i = 1, ...,⊺, the Lagrange multiplier approach is partic-

ularly useful for solving the static optimum problem. Instead of minimizing the

function F with respect to the independent variables x1, ..., xn over the constraints

Gi, G̃i, and Ĝi, an augmented function L with respect to its Lagrange multipliers

(the basic idea is to transform a constrained problem in such a way that the derived

test for an unconstrained problem can still be applied) is solved.

L = F(x1, ..., xn) +

⊺∑
i=1

λiGi +
⊺∑
i=1

λ̃iG̃i +
⊺∑
i=1

λ̂iĜi (4.3)

It is wise to note that the value of the Lagrange multiplier for each constraint

depends on the functional form for the constraint. According to the notion of La-

grange multipliers, inequality constraints must be turned into equality constraints,

and to do this, extra variables in the form of ≤ constraints, known as slack vari-

ables, are introduced.

Since the values of slack variables at the feasible point is either negative or zero.

For inequality constraints of the form ≥, variables are introduced and referred to

as surplus variables having a value of either positive or zero at the feasible point.

Slack and surplus variables, known as synthetic variables, behave as additional

unknowns that must be determined as a part of the solution to the optimization

problem.

At the optimum point, if the slack Sl or surplus Sp variable is positive, the corre-

sponding constraint is inactive and if Sl or Sp is zero, the constraint is active. It

is worth mentioning that synthetic variables will be treated as a quadratic term if

a numerical technique is employed otherwise variables will not use the quadratic

term for linear programming to avoid nonlinearity.

The necessary conditions for a stable optimization problem with equality and

inequality constraints written in standard form are commonly known as the ”Fritz-

John” or ”Karush-Kuhn-Tucker” (KKT) conditions [78].

KKT Optimality Conditions are summarised as follows:

Let x∗ be a regular point of the feasible set that is a local minimum for F(x),
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subject to Gi(x) = 0; i = 1 to a; G̃j(x) ≤ 0; j = 1 to b; Ĝk(x) ≥ 0; k = 1 to c.

Then there are Lagrange multipliers λ (a-vector), λ̃ (b-vector), λ̂ (c-vector) such

that the Lagrangian function is stationary with respect to xi, λ, λ̃, λ̂, Slj (b-vector)

and Spk (c-vector) at the x∗.

� The Lagrangian function for the problem written in standard form is

L = F(x) +
a∑
i=1

λiGi(x) +
b∑

j=1

λ̃i(G̃i(x) + S2
lj
) +

c∑
k=1

λ̂i(Ĝi(x)− S2
pk
)

� Gradient conditions:

∂L
∂xe

=
∂F
∂xe

+
a∑
i=1

λ∗i
∂Gi
∂xe

+
b∑
i=1

λ̃∗i
∂G̃i
∂xe

+
c∑
i=1

λ̂∗i
∂Ĝi
∂xe

; e = 1 to f

∂L
∂λ

= 0 ⇒ Gi(x∗) = 0; i = 1 to a

∂L
∂λ̃

= 0 ⇒ (G̃j(x∗) + S2
lj
) = 0; j = 1 to b

∂L
∂λ̂

= 0 ⇒ (Ĝk(x∗)− S2
pk
) = 0; k = 1 to c

� Feasibility check for inequalities:

S2
lj
≥ 0; j = 1 to b

S2
pk

≤ 0; k = 1 to c

� Switching conditions:

∂L
Slj

= 0 ⇒ 2λ̃∗jSlj = 0; j = 1 to b

∂L
Spk

= 0 ⇒ 2λ̂∗jSpk = 0; k = 1 to c

� Nonnegativity of Lagrange multipliers for inequalities:

λ̃ ≥ 0; j = 1 to b

λ̂ ≥ 0; k = 1 to c
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� Regularity check: The gradients of active constraints must be linearly inde-

pendent. In this scenario, the Lagrange multipliers for the constraints are

unique.

Example: [78] The tank is closed at both ends and is required to have volume V.

The radius R and height H are selected as design variables. It is desired to design

the tank having minimum surface area A.

Optimal Problem =

FA = 2πR(R +H)

s.t. G = πR2H − V = 0

where R and H are design variables.

Solution:

L = 2πR(R +H) + λ(πR2H − V )

∂L
∂R

= 2π(R(2 + λH) +H) = 0

∂L
∂H

= πR(2 + λR) = 0

∂L
∂λ

= πR2H − V = 0

Note that there are three equations with three unknowns (R, H and λ) and solved

by the elimination process, giving the optimal solution as

F⋆
A = 3

(
V

2π

)0.67

; R⋆ =

(
V

2π

)0.33

; H⋆ =

(
4V

π

)0.33

; λ⋆ = − 1

πR⋆

4.1.1.2 Dynamic optimization

Dynamic optimization is associated with the control of a plant or system under

dynamic conditions, which implies that the system’s trajectories vary over time,

and therefore time is incorporated into the system’s description and optimization.

The plant is then characterized by a differential or difference equation. Dynamic

programming, variational calculus, the Pontregian principle, and search techniques
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are popular methods for dealing with dynamic optimization problems. Before delv-

ing into the specifics of dynamic optimization, it is necessary to understand the

distinction between the terminology trajectory optimization and optimal control.

In the realm of dynamic optimization, these two concepts are often used inter-

changeably. In the situation of trajectory optimization, where the system’s inputs

do not directly accommodate the provided performance index (pure function of

states), it is intended to establish such values of these inputs that result in such

trajectories that optimize the performance index.

On the other hand, in the case of optimal control, system inputs are fed into the

cost function, with the aim of discovering the exact input and trajectory that opti-

mizes a specified performance index. While a trajectory optimization is a function

optimization problem and optimal control is a functional optimization problem

[79]. However, in both cases the inputs are functions of time. Analytical and nu-

merical approaches are used to solve dynamic optimization issues, and numerical

methods are further subdivided into indirect methods [80], direct methods [81],

and dynamic programming [82], and classification is expressed in Fig.4.2.

In the indirect method (i.e. optimize then discretize), the calculus of variations is

employed to derive the first order necessary conditions of the dynamic optimization

problem. The indirect approach leads to first evaluating the necessary conditions,

and then trying to solve the boundary value problem by solving the system of

differential equations, and when the necessary conditions are satisfied, it results

in candidate optimal trajectories called extremals [83].

Each computed extremal is then analyzed to determine whether it is a local mini-

mum, maximum, or saddle point, and the local minimum solution with the lowest

cost is preferred. Pontregin’s minimum principle is an example of an indirect

method that solves a two point boundary value problem. Nevertheless, the indi-

rect method has the disadvantages of complex computations and high sensitivity

to the initial conditions of the dynamic system, which restricts its application.

In the direct method (i.e. discretize then optimize), the control variables (shoot-

ing or multiple shooting) or control and state variables (global collocation or local
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Figure 4.2: Classification of dynamic optimization methods.

collocation) of an optimal control problem are discretized into equal or unequal

configurations and the problem is then modeled as a nonlinear optimization prob-

lem or Nonlinear Programming problem (NLP). The NLP is then solved using

gradient-based techniques to arrive at the optimum.

The main advantage of the direct method is that it transforms an infinite-dimensional

optimization problem into a finite-dimensional optimization problem, the neces-

sary conditions are avoided, and the parameterized variables are directly calibrated

to optimize the performance index.

The shooting method is based on estimating the value of the unknown boundary

condition at one end of the interval. Whereas an initial value problem is solved to

obtain a solution at the other end of a predetermined interval. Although the shoot-

ing method is easy to put into action and it is ineffective when the dynamic system

is ill-defined or stiff, especially when the optimal control problem is sensitive and

complicated [84].

To combat this limitation of the shooting method, multiple shooting method is

employed, particularly breaking the time vector into additional sub-intervals and

applying the shooting method to each of these intervals [85]. The class of collo-

cation methods [86] is most robust against boundary value problems and rapidly
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converging ones, where piecewise polynomials are implemented to parametrize the

state and control variables, and means of root-finding techniques are utilized to

solve a dynamic system.

While dynamic programming utilizes the concept of multistage decision-making

problems, and it follows Bellman’s optimality principle [87] to solve the optimiza-

tion problem of any complex dynamical system.

Optimal Control

Determining the control vector profile [u(t), ∀ t0 ≤ t ≤ tf ] of a given dynamic sys-

tem that drives the states from their initial conditions x(t0) to their final conditions

x(tf ), while simultaneously maximizing or minimizing the objective functional J

is defined as an optimal control problem, and the resulting control vector that ex-

ecutes the state profile [x(t), ∀ t0 ≤ t ≤ tf ] is referred to as an optimal trajectory.

A cost function or cost functional can be defined as follows:

� The objective functional indicates the costs or benefits of the dynamic system

to prevent or achieve a desired physical state.

� The cost function quantifies the penalty that a dynamic system remunerates

as a result of deviation from the ideal physical state.

� A cost function can also indicate the time it takes to transition from the

state’s beginning to final values.

� A positive cost might be interpreted as a negative benefit, and vice versa.

Typically, the objective of optimal control is to identify the control history [u(t)

∀ t0 ≤ t ≤ tf ] that minimizes the cost function, however, another method to

represent the same problem is to strive to maximize the cost function with the

opposite sign.

The objective function can generally be defined in three different forms that are

easily interchangeable. The cost function with only terminal penalties, proposed
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in 1890, is the Mayer cost function written in (4.4) and can be visualized in Fig.4.3.

J = O[xtf , tf ] (4.4)

Figure 4.3: Mayer cost function

A cost function that incurs a penalty during the running time, proposed in 1780, is

known as the Lagrange cost function denoted in (4.5) and is graphically illustrated

in Fig.4.4.

J =

tf∫
t0

O(x(t), u(t), t)dt (4.5)

Figure 4.4: Lagrange cost function
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A cost function based on the combination of terminal and running costs proposed

in 1900 is known as the Bolza cost function in (4.6) and is shown diagrammatically

in Fig.4.4.

J = O[xtf , tf ] +

tf∫
t0

O(x(t), u(t), t)dt (4.6)

Figure 4.5: Bolza cost function

Here t represents the independent time variable, t0 and tf denote the initial and

final time of the process, respectively, and x(t) ∈ ℜnx
is a vector of state variables,

u(t) ∈ ℜnu
denotes a vector of control variables that need to be optimized. J , O

and O are then real-valued functions (functionals) while O : ℜnx × ℜ → ℜ and

O : ℜnx ×ℜnu × [t0 tf ] → ℜ.

Physical constraints of the dynamic system or design specifications of the optimiza-

tion problem may affect the choice of the cost function. Optimal control tasks can

generally be identified by fixed, free, initial, terminal, time, and/or state.

The initial time and states are usually fixed because it is a natural phenomenon

whether or not each system has stored energy at the beginning (initial time) of the

process. Nonetheless, a schematic depiction of the typical optimal control tasks

is presented in Figs.4.6, 4.7, 4.8 and 4.9. Using any objective function (Mayer,

Lagrange, Bolza), optimal control problems are elaborated in terms of typical tasks

such as terminal problem, minimum time problem, and quadratic problem.
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� Control effort problem

J =

tf∫
t0

u2 dt (4.7)

The main objective of this problem is to minimize or maximize the control

effort (energy or load on the actuator) required to drive from an initial state

xt0 to a specified xtf or an unspecified state xtf(free) in a known tf or unknown

time tf(free) and can be visualized in Figs. 4.6 and 4.7.

� Minimum time problem

J =

tf∫
t0

dt (4.8)

This is historically the first optimal control problem and a kind of tra-

jectory optimization problem (brachistochrone problem proposed by Johan

Bernoulli). Neutralizing a target with a missile and reaching a destination

with an automobile are examples of the minimum time problem.

The problem is to find an appropriate control vector that pushes the system

from a predetermined initial state xt0 to a fixed (predetermined) final state

xtf in the minimum possible time. Time optimal trajectory between xt0 and

xtf can be seen diagrammatically in Fig.4.7.

Figure 4.6: Fixed terminal state and time

� Terminal problem

J = ∥xf − xtf∥ (4.9)
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Figure 4.7: Fixed terminal state and free time

Figure 4.8: Free terminal state and fixed terminal time

Figure 4.9: Free terminal state and time

This is an example of the homing problem for a stationary target, which

represents minimizing the distance or range between desired and achieved.

The primary goal of this optimum problem is to directly describe the objec-

tive of the dynamic system to be maximized or decreased and graphically it
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is represented by Figs.4.8 and 4.9.

� Linear quadratic problem

J = 0.5

tf∫
t0

xTQx+ uTRu dt (4.10)

Rudolf Kalman presented this problem for linear dynamic systems. Q and R

are symmetric positive semi-definite and positive definite matrices, respec-

tively. Q induces the state to move from xt0 to the origin (zero) as quickly

as possible and R ensures that this transition should be done with minimum

control effort.

For this type of problem, the terminal time is usually defined, and then the

objective is to choose an acceptable state presented in Fig.4.8 that minimizes

the functional. This sort of functional is employed in the closed-loop opti-

mality problem, which also ensures the closed-loop control’s Lyapunov-based

stability.

Constraints bind the system not to exceed its physical limits, provide safety or

environmental protection, and define specific set points in the control loop. Con-

straints also help optimization methods to search the optimization search space

and take various forms, such as equality and inequality constraints.

� Equality constraint

h(x, u, t) = 0 ∀ t ∈ [tp0, tpf ], [tp0, tpf ] ⊆ [t0, tf ] (4.11)

This is referred to as a hard constraint and is usually an example of formation

control that requires a constant distance at all times.

� Inequality constraint

g(x, u, t) ≤ 0 ∀ t ∈ [tp0, tpf ], [tp0, tpf ] ⊆ [t0, tf ] (4.12)
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Inequality constraint is also of great practical interest because it can rep-

resent a limit on the system’s state that should not be exceeded. Conven-

tionally, such constraints are called soft constraints or box constraints of the

form x ∈ [xmin, xmax], where xmin and xmax denote lower and upper bounds

on x respectively.

In dynamic optimization, the dynamic system, a continuous time-dependent model,

represents an additional set of equality constraints because it typically composes of

a set of ordinary differential equations, and/or functional equations that, if satis-

fied during optimization, provide a mathematical representation of the phenomena

occurring in the dynamic system.

ẋ = f(x, u, t) ∀ t ∈ [tp0, tpf ], [tp0, tpf ] ⊆ [t0, tf ] (4.13)

Here the vector function f is defined as f : ℜnx × ℜnu × [tp0, tpf ] ⊆ [t0, tf ] → ℜnx

If the trajectory xt meets the initial condition xt0 = x0. After defining the cost

functions, constraints, and dynamic system, a general form of the optimal control

problem can be conceptualized as follows:

J = min{O[xtf , tf ] +

tf∫
t0

O(x(t), u(t), t)dt}

ẋ = f(x, u, t) ∀ t ∈ [tp0, tpf ], [tp0, tpf ] ⊆ [t0, tf ]

xt0 = x0

h(x, t) = 0 ∀ t ∈ [tp0, tpf ], [tp0, tpf ] ⊆ [t0, tf ]

g(x, t) ≤ 0 ∀ t ∈ [tp0, tpf ], [tp0, tpf ] ⊆ [t0, tf ]

umin ≤ u(t) ≤ umax

(4.14)

To compute this problem, the necessary conditions are determined, and already

existing techniques, such as indirect or direct methods, can be employed to dis-

cover the optimal control. To minimize the problem, the function can be combined

with the system (4.13) introducing vectors of the adjoint variables λ(t) ∈ Rnx (ad-

joint variables are sometimes called co-state variables). Similarly to the Lagrange
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function in static optimization, a function called Hamiltonian H is introduced for

dynamic optimization.

H = O(x(t), u(t), t) + λT (t)f(x, u, t) (4.15)

Using this notation, the necessary conditions can be deduced based on a few

assumptions.

� The initial time is usually fixed (t0 = 0).

� The initial conditions of dynamic system are mostly fixed (xt0 = x0).

The following are the necessary conditions for optimality:

� Optimal state equation

ẋ∗ =
∂H
∂λ

∀t ∈ [t0, tf ] (4.16)

� Co-state equation

λ̇ = −∂H
∂x

∀t ∈ [t0, tf ] (4.17)

� Optimal control equation

0 =
∂H
∂u

∀t ∈ [t0, tf ] (4.18)

The following are the boundary conditions for specified and unspecified terminal

times:

� Co-state boundary condition

λtf = 0 if x(tf ) = free

λtf = free if x(tf ) = xtf

(4.19)

� Transversality condition

H(tf ) +
∂O
∂tf

= 0 (4.20)
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For inequality constraints, H can be expressed as

H = O(x(t), u(t), t) + λT (t)f(x, u, t) + µTg

µ = 0 if g < 0

µ ≥ 0 if g = 0

(4.21)

The necessary conditions for inequality constraints are as follows:

� Optimal state equation

ẋ∗ =
∂H
∂λ

if g < 0

ẋ∗ =
∂H
∂λ

if g = 0

(4.22)

� Co-state equation

λ̇ = −
(
∂O

∂x

)T

−
(
∂f

∂x

)T

λ if g < 0

λ̇ = −
(
∂O

∂x

)T

−
(
∂f

∂x

)T

λ−
(
∂g

∂x

)T

µ if g = 0

(4.23)

� Optimal control equation

0 =

(
∂O

∂u

)T

+

(
∂f

∂u

)T

λ if g < 0

0 =

(
∂O

∂u

)T

+

(
∂f

∂u

)T

λ+

(
∂g

∂u

)T

µ if g = 0

(4.24)

A sufficient condition that tells about maximization or minimization is as follows:

∂2H
∂u2

> 0 Minimum optimal control

∂2H
∂u2

< 0 Maximum optimal control

(4.25)

Pontryagin’s Minimum Principle (PMP) calculates the control by necessary condi-

tions of optimality, and consequential control is the solution to the optimal control

problem. PMP solves necessary conditions by considering the Two Point Bound-

ary Value Problem (TPBVP) (the initial conditions and boundary conditions form

the TPBVP) since system dynamics are solved in a forward fashion by considering
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initial conditions, and co-state equations are computed in a backward fashion by

employing boundary conditions of co-state. The PMP solution is mostly a combi-

nation of Control Vector Iteration (CVI) and Boundary Condition Iteration (BCI)

[88].

The TPBVP solution is employed in the CVI approach by estimating the control

vector using the maximum optimal control sensitivity (4.18) or (4.24), and the

new estimate uk+1 is obtained by applying the adaptation formula using the old

control vector uk.

uk+1 = uk −W
∂H
∂u

(4.26)

where W ∈ [0, 1] is a adapting rate. CVI is initialized by the guess u0, and

then the dynamic system is solved by forward integration, followed by backward

integration of the co-state equations. Finally, the whole procedure is repeated

until the optimal condition (4.18) or (4.24) is satisfied. CBI solves the TPBVP by

the successive update of the guesses for boundary conditions (4.19).

λ0(tf ) requires no initial guess (4.17) if the terminal state is free and the co-state

equation is integrated in a backward manner. Initially, the guess λ0(t0) is used

to integrate the co-state equation in a forward manner with time if the terminal

state of the dynamic system is fixed.

If co-state equations are in disagreement, a new guess of initial conditions for

λ0(t0) is made and the whole procedure is repeated until they are equal within the

specified tolerance.

PMP has some disadvantages that limit the implementation options for dynamic

optimization problems.

� The necessary conditions and transversality condition require detailed knowl-

edge of the system and it may be difficult to construct Hx and Hu for the

system if any variation occurs.

� Very sensitive for boundary conditions.

� The numerical solution of co-state equations can be very ill-conditioned.
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� Because of the box constraints (path constraints), the complexity to solve H

increases.

Example: The state equations for a continuous stirred-tank chemical reactor are

given below [88].

ẋ1 = −0.5− 2x1 + (0.5 + x2)e

 25x1
2 + x1


− (0.25 + x1)u

ẋ2 = 0.5− x2 − (0.5 + x2)e

 25x1
2 + x1



Here the states of the plant are x1 is the deviation from the steady-state temper-

ature and x2 is the deviation from the steady-state concentration.

u represents the effect of coolant flow on the chemical reaction with 0 ≤ u ≤ 1.2

and initial conditions are xt0 = [0.05 0]T .

The performance measure to be minimized is

J =

0.8∫
0

(x21 + x22 + 0.1u2)dt

Solution:

Hamiltonian H function for this problem is expressed as

H = x21 + x22 + 0.1u2 + λ1(−0.5− 2x1 + (0.5 + x2)e

 25x1
2 + x1



− 0.25u+ ux1) + λ2(0.5− x2)− λ2(0.5 + x2)e

 25x1
2 + x1



The co-state equations are determined from the H as

λ̇1 = − ∂H
∂x1

= −2x1 + 2λ1 − λ1(0.5 + x2)

(
50

(2 + x1)2

)
e

 25x1
2 + x1



+ λ2u+ λ2(0.5 + x2)

(
50

(2 + x1)2

)
e

 25x1
2 + x1
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λ̇2 = −∂H
∂x2

= −2x2 − λ1e

 25x1
2 + x1


+ λ2 + λ2e

 25x1
2 + x1



Optimal control relation is expressed as

∂H
∂u

= 0.2u− λ1(x1 + 0.25) = 0

u∗ = 5λ1(x1 + 0.25)

∂2H
∂u2

= 0.2 > 0

Since the final states are free and not explicitly present in the performance measure,

the boundary conditions at t = tf are λ(tf ) = 0, and optimal states profiles in Fig.

4.10, co-states in Fig. 4.11, H function profile in Fig. 4.12, and optimal control

profile in Fig. 4.13 can be visualized.

4.2 Problem Formulation

After discussing static and dynamic optimization in the preceding section, now

the dynamic optimization problem for SUGV is formulated. When SUGV starts

gliding from dispersion points (dropping parameters from the carrier platform)

eventually it strikes the ground after covering some range. Gliding flight is directly

related to endurance because it must stay in the air longer to achieve maximum

range.

Consequently, achieving the maximum range becomes a combination of time opti-

mization and a trajectory optimization problem. To deal with the time optimiza-

tion problem especially where the terminal time is undetermined, time scaling

approach is employed [89], and this approach is very acceptable for direct meth-

ods [90].

In this scheme, the time domain is transformed to a new fixed domain and this

conversion is illustrated in Fig.4.14. The time scaling approach has the following

relation.
dt

dτ
= tanT = P (4.27)
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Figure 4.10: Optimal states.

Figure 4.11: Co-states.
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Figure 4.12: H function.

Figure 4.13: Optimal control.



Trajectory Optimization of SUGV 61

where τ goes from 0 to 1 and P is (tf − t0), a positive constant to be determined,

called the time scaling parameter. Thus, the modified optimization problem is

Figure 4.14: Time scaling approach [64].

formulated as follows:

ẋ∗ = Pf(τ, x, u, ), xτ0 = x0

J ∗ = O[xτf , τf ] +P

τf∫
0

O(x(τ), u(τ), τ)dτ
(4.28)

Here ẋ∗ is
dx

dτ
. This transformation adds P as an additional variable to the op-

timization problem and can be calculated by considering an additional control

variable or optimal parameter [91]. Due to P, the computational burden and

complexity of the optimization problem increase.

Hence to avoid the time scaling approach for achieving the maximum range of

SUGV, an altitude dependent maximum stoppable time optimal problem is for-

mulated in [92]. Consider the nonlinear SUGV system

Ẋ = f(X, u) t0 ≤ ts ≤ tm (4.29)

Xo = X(t0) (4.30)
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where X = (V, α,Q, θ, R, h)T ∈ ℜ6, Xo is the initial state, t0 is the starting time,

and tm is the maximum stoppable time. For a nonlinear system, the stopping

manifold is defined as follows [93]:

Sm = {∆(X) = 0, X ∈ ℜ6} (4.31)

where ∆ is a continuously differentiable function. When the system reaches

the manifold Sm, it comes to a halt, and the time it took to get there is referred

to as the stopping time ts, which relies on the stopping constraint. A graphical

representation of Sm and ts is shown in Fig.4.15. Here, ts is an implicit function

Figure 4.15: Stopping manifold.

of the control input u, since any change in u impacts the state response, resulting

in a change in ts. The stopping time is determined as follows:

τu = {t0 < t ≤ tm, X(t|u) ∈ Sm} (4.32)

ts = inf
t
{τu} (4.33)

Any ts ∈ τu is expressed as an admissible stopping time, and if ts ≤ tm, then the

stopping constraint is computed as follows:

∆(X(ts))|τu = 0 (4.34)

A performance index for ts is established as follows:

J =

ts∫
t0

X(t) dt (4.35)
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Constraints on the states and control input are expressed as

xL ≤ X(t) ≤ xU ∀ t ∈ (0, ts ≤ tm) (4.36)

uL ≤ u(t) ≤ uU ∀ t ∈ (0, ts ≤ tm) (4.37)

where xL, uL and xU , uU are the lower and upper constraints on the states and

control input, respectively.

4.2.1 Performance Index

The fundamental goal of unpowered gliding flight is to maximize the SUGV’s

gliding range, and for this purpose, a Lagrange performance index is illustrated:

J = max

ts∫
t0

V dt (4.38)

A subsidiary state is suggested to avoid integral complexity in the performance

index:

ℵ̇ = V ∀ t ∈ (0, ts ≤ tm) (4.39)

After augmenting (4.39) with the longitudinal dynamics of a SUGV, the perfor-

mance index can be expressed in Mayer form as follows:

Jℵ = max ℵ(ts) (4.40)

4.2.2 Constraints

Let α be significant during gliding flight for an SUGV. If it is small, then it causes

a free fall condition, and if it is large, then it creates a stall condition. Therefore, α

needs to be limited. Furthermore, Q aids in the reduction in fluctuations produced

by flight transition and offers stability during gliding flight. Therefore, a constraint

on Q is required to decrease the influence of fluctuations. To achieve damped
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gliding flight, both constraints are implemented, and these constraints are

αL ≤ α(t) ≤ αU ∀ t ∈ (0, ts ≤ tm) (4.41)

QL ≤ Q(t) ≤ QU ∀ t ∈ (0, ts ≤ tm) (4.42)

where αL, QL, αU , and QU are the lower and upper constraints on α and Q,

respectively. The Load Factor (LF ) ensures the wing-level flight by imposing

the constraint during gliding flight so that steady gliding flight can be obtained.

Therefore, a constraint on LF is employed to assure a steady gliding flight and is

defined as

LF =

√
(L(t))2 + (D(t))2

W
≤ LFmax ∀ t ∈ (0, ts ≤ tm) (4.43)

where L,D, and W are lift force, drag force and weight, and LFmax is the maxi-

mum value of LF. A constraint on elevator deflection is applied to elude the stall

condition during gliding flight as follows:

δLe ≤ δe(t) ≤ δUe ∀ t ∈ (0, ts ≤ tm) (4.44)

where δLe and δUe are the lower and upper bounds on the elevator deflection, re-

spectively. The height from the dispersion point steadily decreases to zero until

the SUGV strikes the earth.

As a result, in this study, the height is regarded a stopping constraint.

h(ts) = 0 (4.45)

4.3 Control Vector Parameterization

In this section, the concept of control vector parameterization (CVP) with uni-

form and non-uniform subintervals is discussed. Sargent [94] introduced the CVP

approach and he also employed it to solve dynamic optimization problems. CVP is
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a very straightforward notion because the time vector of an optimization problem

is broken into a predetermined number of subintervals, the beginning and end of

which are referred to as nodes in the CVP process. Then, the control variables

are selected at certain nodes, known as nodal control variables. The control pro-

file is then built using a spline or interpolation approach, such as piecewise linear

polynomials or piecewise constant functions.

After this, the dynamic model is integrated, referred to as the Initial Value Prob-

lem (IVP). After computing the IVP, the nodal control variables are subjected to

a nonlinear programming approach in order to optimize the problem. The trans-

formation of the infinite-dimension optimization problem into a finite-dimension

optimization problem by taking into account a predefined number of nodal control

variables is a key feature of CVP.

A generic description of the CVP procedure is given below:

(i) Specify the desired N > 1 number of nodes and split the supplied time vector

tm into N − 1 subintervals:

ti = t0 < t1 < t2 < · · · < tN−1 = tm

The nodal time ti, i = 0, 1, 2, . . . N − 1 may be uniform or non-uniform.

(ii) At each node, make an initial guess for the control variable. The following

control vector (CV) u(t) is expressed as

u(t) = [u0, u1, u2, . . . uN−1]

where ui, i = 0, 1, 2, . . . N − 1 is a nodal control variable.

(iii) Use an interpolation polynomial to approximate the CV profile.

(iv) Solve the IVP by considering the approximated CV profile.
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(v) Compute the performance index as well as the constraints. If the perfor-

mance index and constraints are satisfied, then the output will be the op-

timal solution; otherwise, proceed to step (iii) after optimizing the nodal

control variables with any suitable optimizer.

Fig.4.16 depicts a flowchart describing the CVP implementation process.

Figure 4.16: CVP flowchart.

4.3.1 Uniform CVP

We will provide a brief overview of the uniform subinterval method for CVP in this

subsection. This method divides the time vector t ∈ (to, tm) into N−1 subintervals
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for the maximum stoppable time tm. For a uniform subinterval, the subinterval

size de is assessed as follows:

de =
tm − t0
N − 1

(4.46)

Consequently, the nodal times ti for a uniform time vector are determined as

follows:

ti = to + ide i = 0, 1, 2, . . . , N − 1 (4.47)

In Fig.4.17, the uniform CV approach with nodal times (to, t1, . . . , tm) and nodal

control variables (u0, u1, u2, . . . uN−1) at uniform subintervals are graphically de-

picted.

Figure 4.17: Uniform CVP.

4.3.2 Non-Uniform CVP

After the acquisition of the dispersion points, the SUGV enters the disequilibrium

phase, and fluctuations occur during gliding as a result of this phase change.

Fast damping may be performed quickly to lessen fluctuations by establishing

constraints on α and Q.

To achieve a steady glide path, the load factor is also crucial. Consequently, a non-

uniform CVP strategy is required to more effectively address these problems. On
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the foundation of the idea of exponential spacing as pictorially shown in Fig.4.18

, a new formulation for non uniform subintervals is presented.

According to this formulation, the time vector t ∈ (to, tm) is broken into N − 1

subintervals, and low spacing happens at the beginning of the time vector, whereas

large spacing occurs toward the end.

Assume that µo and log10(χ) represent the lower and upper bounds of an expo-

nential curve 10a in a logarithmic scale. For computing the logarithmic vector,

Figure 4.18: 10a exponential curve.

the interval size Υ is calculated using these bounds as follows:

Υ =
log10(χ)− µo

N − 1
(4.48)

Notably, µo will always be set to zero, and the logarithmic vector ℓ is computed

as follows:

ℓ = µo + iΥ i = 0, 1, 2, ...., N − 1 (4.49)
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Using ℓ, the following relation is given to obtain an exponential vector Texp:

Texp = 10ℓ − 1 (4.50)

Hence, the relation shown below is used to map the maximum stoppable time onto

an exponential vector:

T =
tm − t0
Tmaxexp

Texp (4.51)

where χ is exponential spacing factor with an inverse relation with the exponential

spacing of the time vector T and is the upper bound of the exponential curve 10a.

Fig.4.19 depicts a graphical representation of the non-uniform CVP approach

based on exponential spacing of the nodal times [To, T1, . . . , TN−1] = tm and nodal

control variables [u0, u1, u2, . . . uN−1]. A derivation procedure of exponential spac-

ing based non-uniform CVP is shown in the Fig.4.20.

Figure 4.19: Non-uniform CVP.

4.3.2.1 Non-uniform CVP analysis

The spacing between intervals in non-uniform CVP can be arbitrarily tuned by

a controlling knob χ which is the exponential spacing factor. It can be reviewed

in Fig.4.21 that for the finite time vector and constant number of nodes N , χ is

inversely related to the intervals space.
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Figure 4.20: Non-uniform CVP Derivation.

As we increase χ, the initial spacing decreases and consequently the saturation

effect begins to emerge. So the design engineer only has the freedom to adjust χ

according to the design problem.

The impact of altering the number of nodes with a constant χ and a finite time

vector is exhibited in Fig.4.22, and it can be observed that increasing the number

of nodes also induces a saturation effect in the beginning intervals of the time

vector.

As we expand the time vector with constant χ and N , the interval spacing at the

beginning of the time vector increases due to which the reduction of the saturation

effect occurs and can be judged in Fig.4.23.
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=1 =5 =10 =15 =20 =25 =30

Figure 4.21: Effect of χ with constant number of nodes and finite time vector.

Figure 4.22: Effect of varying the number of nodes with constant χ and finite
time vector.
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Figure 4.23: Effect of time vector with constant χ and number of nodes.

Non-uniform CVP analysis can be summarized as

� χ has inverse relation with exponential spacing in the presence of constant

N and finite time vector.

� N has direct relation with exponential spacing in the presence of constant χ

and finite time vector.

� Expansion of time vector decreases the exponential spacing if χ and N are

considered fixed.

� χ andN are tuning factors which can be adjust according to optimal problem

for fixed time vector.
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4.3.3 Interpolation

When collecting data from experimentation, such as for such a data set, good

geometric reconstruction is essential, such as to prevent excessive behavior around

sudden changes in the data. Geometric reconstruction is expected to represent the

internal shape inferred from the original data set in many technical and scientific

applications.

Under specific conditions, interpolation specifies a polynomial function that tra-

verses the data points in the data set and links them, and interpolation techniques

include Lagrange, Hermite, spline, and Newton interpolation.

For example, given points {(x1, y1), (x2, y2), ....., (xn, yn)} lie on the graph of a

known function F and our goal is to find F̂ globally at some interval F [U V ],

where U = x1 and V = xn. Hence an interpolation polynomial is a straightforward

solution to this problem.

When the number of interpolation points (data points in the data set) rises, a

higher order of the polynomial is necessary to conduct interpolation. Further-

more, the higher-order polynomial has a tendency to fluctuate, which becomes

particularly undesirable when the intended function includes additional properties

such as monotonicity and convexity. To avoid the challenges associated with in-

terpolation polynomials, a piecewise polynomial approach is adopted in which the

interval is further broken into smaller subintervals, and then a low-order polyno-

mial is applied to the subintervals [95].

The places at which the polynomial changes are referred to as knots and the

data on the knots is referred to as nodes [96]. When the number of nodes rises

in piecewise polynomial interpolation, the overall interpolation function remains

relatively simple and therefore the basic elegance of polynomial interpolation is

maintained.

The choice of interpolation method in a dynamic optimization problem can influ-

ence the performance of a nonlinear programming approach through the integra-

tion of a set of differential equations. In the nonlinear programming approach, the
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interpolation nodes are the same design variable [u0, u1, u2, . . . uN−1], and a slight

modification of the nodes results in a different interpolation response, which affects

the performance index. In the high-order interpolation approach, piecewise cubic

spline scheme, a small change in one node modifies the entire interpolation at all

intervals. while even this minor change might result in significantly non-linear

behavior, which causes a slew of problems for the optimization problem and the

dynamic system. The piecewise cubic spline method, a third-order polynomial,

has a smooth formation and nonlinear behavior, yet even a slight change in one

node alters the interpolation’s overall formation at all intervals. By applying a

cubic spline to the control function, the control box constraints around the nodes

are also violated [97].

Because of this, cubic spline is ineffective in highly nonlinear optimization prob-

lems. Consequently, to overcome the concerns of sensitivity to node variations

and violation of control box constraints, a smooth and well-behaved interpolation

approach, Piecewise Cubic Hermite Interpolation Polynomial (PCHIP), a 3rd or-

der approach, is recommended because changes in a node only affect its neighbors

[97].

The PCHIP function is capable of preserving the composition of the original vector

due to its smooth first derivative [98]. In addition, it can be inferred from Fig.

4.24 that PCHIP has no overshooting problem and less oscillation than spline.

The following are the attributes of PCHIP:

� It has the ability to preserve shape.

� It has the capability of monotonicity in intervals with monotonic data.

� This is the best option to deal with control box constraint and is less sensitive

to node variation.

� It has less overshoot and undershoot than the spline.

� It evaluates the first derivative along the first and last intervals at the nodes.



Trajectory Optimization of SUGV 75

Figure 4.24: PCHIP vs. Spline.

In our case, to deal with discontinuity in nodes, the PCHIP function is employed

to approximate the smooth CV using nodal control variables ui for each time

interval t ∈ (ti, ti+1). It is easy to put into action, and the PCHIP function in

mathematical form is demonstrated as

u(τ) = β̂0uj + β̂1uj+1 +▽(β̃0Dj + β̃1Dj+1) (4.52)

where ▽, β̂0, β̂1, β̃0 and β̃1 are defined as follows

▽ = tj+1 − tj (4.53)

β̂0 = (1 + 2∧)(1− ∧)2 (4.54)

β̂1 = (3− 2∧)∧2 (4.55)

β̃0 = ∧(1− ∧)2 (4.56)

β̃1 = ∧2(∧ − 1) (4.57)
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where ∧ =
t−tj
▽ tj ≤ t ≤ tj+1, j = 0, 1, 2, ...., N − 1, tj is nodal time. While Dj

shows the derivative of the nodal control variable and a detailed discussion about

derivatives is given in [99].

4.3.4 Control Vector Parameterization Framework

This section will describe how the optimization framework is customized to execute

optimal gliding trajectories. The major purpose of this research is on establishing

the strategy for identifying the search space for the optimal dynamic trajectory.

Many optimization problems do not have benchmark cases and therefore require an

existing technique that can generate unique solutions in a real-time environment.

The optimization software capable of creating the optimal gliding trajectory in real

time was chosen carefully while carrying out this study, which incorporates the

two ideas of maximum stoppable time and stopping constraint. The majority of

technical studies employed iterative numerical optimization software such as Gen-

eral Purpose Optimal Control Software (GPOPS) [100], Nonlinear Programming

Solver (NPSOL) [101], Graphical Environment for Simulation and Optimization

(GESOP) [102], Advanced Launcher Trajectory Optimization Software (ALTOS)

[103] and Imperial College London Optimal Control Software (ICLOCS) [104].

A graphical user interface type software DS Simulia Isight has been used in this

study to obtain the maximum range of SUGV. It is embedded with MATLAB

where MATLAB works as SUGV. In this optimization software, according to the

suggested CVP technique, the nodal control variables are regarded as output vari-

ables and the cost function and constraints are considered input variables.

A graphical illustration of the implementation framework is expressed in Fig. 4.25.

DS Simulia Isight in conjunction with MATLAB performs Sequential Quadratic

Programming (SQP) with multiple shooting method as a solver to compute uni-

form CVP and non-uniform CVP. In the SQP method, an iterative programming

method, a quadratic programming (QP) problem is solved at each iteration.
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Figure 4.25: CVP implementation framework.

QP approximates the gradient and Hessian at each iteration. SQP has an impor-

tant advantage in this software that it does not depend on convergence because

the QP subproblem if it is solvable at all, is solved in a finite number of iterations.

The QP subproblem is solved by finding a search direction ’d’ that is feasible

with respect to all the constraints (feasibility step) and the optimal solution of the

quadratic problem (optimal step).

4.4 Results and Discussion

The feasibility and effectiveness of the exponential based non-uniform CVP ap-

proach for an SUGV’s gliding range is compared with the maximum elevator step
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δe and classical uniform CVP approach in this section. For performance progres-

sion, we set tm to 850 s and N to 10, 15, and 20. A time vector with a specified N

had its χ able to be adjusted as desired and for this study, the χ corresponding to

the given nodes are tabulated in Tab.4.1. Simulations of the SUGV range maxi-

Table 4.1: χ Values.

N=10 N=15 N=20

108 56 53.1

mization were performed using the dispersion points [92] given in Table 4.2. To

Table 4.2: SUGV Dispersion Points.

States
Dispersion
Points

Units

V 216 ms−1

α 0 deg
Q 0 deg s−1

θ 0 deg
R 0 Km
h 10 Km

achieve the maximum glide range using the CVP approach, the bounds on α, δe

and LF are given in [92]. We arrived at a constraint that fit our problem solving

criterion by examining the impact of several restrictions on Q, and all constraints

are listed in Table 4.3.

Table 4.3: SUGV constraints.

Angle of Attack (deg) Pitch Rate (deg s−1) Load Factor
Elevator Deflec-

tion (deg)

0 ≤ α ≤ 2.65 −1 ≤ Q ≤ 1 LF ≤ 1.007 0 ≤ δe ≤ 6

4.4.1 Case 1: N = 10

The simulation results for 10 nodes, comparing the proposed CVP approach with

the maximum step input (Max δe) of 6 deg and the conventional CVP approach
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are elaborated. In the uniform CVP approach, the optimizer tried to obtain

faster damping to generate steady gliding flight compared with the maximum step

input. Fig.4.26 shows that when the SUGV dropped from the carrier platform,

the optimizer produced a low angle of attack, which induced free fall, and then

the optimizer tried to stabilize the gliding flight. As demonstrated in Fig.4.26, the

non-uniform CVP approach provided excellent results for fast damping and steady

gliding flight, reducing the impacts of fluctuations and increasing the gliding range

by 121.25 km in Fig.4.27.

The variation in constraint profiles is shown in Figs.4.28, 4.29 and 4.30. Uniform

CVP met the α requirement, with variations that stabilized after 280 s, but non-

uniform CVP had a smooth α profile. The findings for the Q constraint demon-

strate that the non-uniform CVP approach beat the other reference approaches

when it came to performance. The uniform CVP approach sought to keep the Q

profile between the limits but was unsuccessful. Fig.4.30 for the uniform CVP ap-

proach and maximum step input illustrates a violation and considerable variability

in the load factor constraint profile.

Figure 4.26: N = 10: Gliding trajectory.
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Figure 4.27: N = 10: Gliding range.

= 2.65

Figure 4.28: N = 10: α constraint.
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Q = 1

Q = -1

Figure 4.29: N = 10: Q constraint.

LF= 1.007

Figure 4.30: N = 10: LF constraint.
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e
 = 6

Figure 4.31: N = 10: δe Constraint.

The non-uniform CVP approach,on the other hand, provided a less varying load

factor constraint profile that assured steady gliding flight. Comparatively, the

constraint profiles illustrate the maximum range progression and efficacy for the

SUGV in addition to the suggested CVP approach for steady gliding flight.

The non-uniform CVP approach generated a control profile with less variability

and less amplitude than the uniform CVP approach, as shown in Fig.4.31, ensuring

the optimal gliding range and achieving steady gliding flight with less pressure

on the elevator actuators.

4.4.2 Case 2: N = 15

This case illustrates the simulation outcomes with 15 nodes for the maximum step

input of 6 deg, the conventional uniform CVP approach, and the proposed non-

uniform CVP approach. By increasing the number of nodes, the control profile for

the uniform CVP method became more variable, hence affecting the glide path.
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Figure 4.32: N = 15: Gliding trajectory.

Uniform CVP for 15 nodes resulted in less free falling behavior than the uniform

CVP for 10 nodes. In the uniform CVP strategy, the optimizer attempted to raise

the alpha value closer to the ground to maximize the gliding range relative to the

maximum elevator input. The uniform CVP technique did not provide promising

results in terms of damped and steady gliding flight, but Figs.4.32, 4.33 illustrates

that the suggested non-uniform CVP approach produced fast damping and steady

gliding flight.

The suggested non-uniform CVP approach obtained a gliding range of 121.26 km

and a horizontal range of 120.84 km, which are both encouraging results in damped

and steady gliding flight when compared with the approaches discussed.

Figs.4.34, 4.35, and 4.36 demonstrate the constraint profile. Due to the increase

in the number of nodes for the uniform CVP approach, the α constraint exhibited

significant variance, while the suggested non-uniform CVP approach resulted in a

negligible variance in the α constraint after commencement of gliding flight.
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Figure 4.33: N = 15: Gliding range.

= 2.65

Figure 4.34: N = 15: α constraint.
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Q = 1

Q = -1

Figure 4.35: N = 15: Q constraint.

LF= 1.007

Figure 4.36: N = 15: LF constraint.
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e
 = 6

Figure 4.37: N = 15: δe Constraint.

Despite the uniform CVP approach’s attempts to limit oscillations in the Q con-

straint profile, the lower bound was exceeded. The suggested non-uniform CVP

method met the Q restrictions, and node increases caused saturation in the lower

spacing of the CV, with this impact seen in the Q profile.

The LF profile demonstrates that the non-uniform CVP approach yielded a profile

with little variation while meeting the requirement that ensured steady gliding

flight. The constraint on the control input is expressed in Fig. 4.37. Despite

the increase in the number of nodes, the control profile demonstrates that the

suggested non-uniform CVP provided less stress on the elevator actuators and a

smooth profile with little variance.

4.4.3 Case 3: N = 20

The optimal outcomes based on 20 nodes for the proposed non-uniform CVP,

maximum step input. Fig.4.38 demonstrates that the optimizer tried to calculate
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damped and steady gliding flight using a uniform CVP approach in contrast to the

maximum step input results, while the uniform CVP technique resulted in fewer

free fall situations than the prior cases.

The proposed non-uniform CVP method effectively generated an optimal gliding

trajectory to address sluggish damping and unsteady gliding flight issues, and it

optimized the gliding range to 121.28 km and the horizontal distance to 120.856

km. The uniform CVP approach, unlike the maximum step input, decreased the

magnitude of the changes in Q and α but did not result in damped and steady

gliding flight. Figs.4.40, 4.41 and 4.42 illustrate the significance of the suggested

non-uniform CVP method via the modification of restrictions.

The non-uniform CVP method provided the constraint results with a damped

profile and satisfied the constraint values, but the suggested CVP revealed the

increase in the number of nodes as saturation in the load factor. Fig.4.43 portrays

the optimal control input profile. It can be observed that the uniform CVP method

caused a minimal change in the input profile with low actuator pressure.

Figure 4.38: N = 20: Gliding trajectory.
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Figure 4.39: N = 20: Gliding range.

= 2.65

Figure 4.40: N = 20: α constraint.
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Q = 1

Q = -1

Figure 4.41: N = 20: Q constraint.

LF= 1.007

Figure 4.42: N = 20: LF constraint.
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e
 = 6

Figure 4.43: N = 20: δe Constraint.

To optimize the gliding range, it was found that the optimizer for the proposed

CVP method mimicked the best control profile, with a tiny variance owing to the

node increase at the outset. The maximum values of the constraint profiles for the

chosen techniques are shown in Table 4.4 for numerical observation.

It can be seen that the constraint profiles of the non-uniform CVP approach based

on exponential spacing met all of the constraints throughout the SUGV’s gliding

flight in the provided cases, while the maximum values of the LF and Q for the

non-uniform CVP technique in Table 4.4 could also be used to assess the impact

of the increment on the number of nodes.

To observe the superiority of the proposed non-uniform CVP, stopping values such

as the stopping time ts, gliding range Rg, and horizontal range Rh of the SUGV

after hitting the ground could be compared with other referenced methods, which

are listed in Table 4.5.
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It can be noted that the stopping time for the maximum step input was longer

than the uniform and non-uniform CVP approaches because the pull-up condition

avoided the free fall condition when releasing the SUGV from the carrier platform.

Damping was slow due to unstable gliding flight, and because of this, the SUGV

took longer to hit the ground.

On the other hand, the uniform CVP approach suffered from the free-fall problem

for nodes 10 and 15 after leaving the dispersion points, which caused unsteady

gliding flight, whereas the uniform CVP for node 20 experienced a lower free fall

condition, which caused an increase in the gliding range compared with nodes 10

and 15.

It was also noticed that the suggested non-uniform CVP method required an av-

erage stopping time for the maximum gliding flight when compared with the max-

imum input and uniform CVP approach because the non-uniform CVP approach

successfully produced damped and steady gliding flight.

Table 4.5 indicates that the non-uniform CVP approach outperformed the max-

imum step input and uniform CVP approach for Rg (maximum value of glide

range) and Rh (maximum value of horizontal range) values higher than 121 km

and 120 km, respectively.

4.4.4 GPOPS vs Non-Uniform CVP

In this subsection, a comparison of the proposed CVP approach with the hp-

adaptive Gaussian quadrature collocation technique [105, 106] to maximize the

range of SUGV is presented. The Lagrange polynomial is employed in the Gaus-

sian quadrature collocation technique to estimate the state, and the points cor-

responding to the Gaussian quadrature are treated as the support points of the

Lagrange polynomial.

On the other hand, the Gaussian quadrature collocation method is accomplished

as a p-method, wherein increasing the degree of polynomial approximation leads

to convergence inside the single interval.
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Table 4.4: SUGV constraint values.

Constraints Max δe

Uniform CVP Non-Uniform CVP

N = 10 N = 15 N = 20 N = 10 N = 15 N = 20

α (deg) 4.6652 2.6480 2.6467 2.7040 2.6499 2.6500 2.6498

QL (deg s−1) -5.2350 -1.9868 -1.9298 -1.9269 -1.0000 -0.9302 -0.9387

QU (deg s−1) 8.8224 1.0000 0.9761 1.0191 0.2654 0.3114 0.8970

LF 1.7466 1.2591 1.2199 1.2155 1.0069 1.0064 1.0063

δe (deg) 6.0000 5.8487 5.8464 5.9430 5.8522 5.8524 5.8521

Table 4.5: SUGV stopping values.

Constraints Max δe

Uniform CVP Non-Uniform CVP

N = 10 N = 15 N = 20 N = 10 N = 15 N = 20

ts (s) 839.351 802.215 792.177 838.989 816.190 814.735 814.023

Rg (km) 118.556 120.141 119.901 120.282 121.250 121.259 121.278

Rh (km) 117.993 119.553 119.260 119.758 120.831 120.840 120.856
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A hp-adaptive approach combines the p-method with the h-method, modifying

the number of mesh intervals and the degree of polynomial closeness within each

mesh interval. To achieve a certain accuracy in the numerical solution of the

dynamic optimal control problem, the hp-adaptive method takes advantage of the

exponential convergence of the global Gaussian quadrature method by ensuring a

smooth solution.

Additionally, it introduces more mesh points around discontinuities or rapidly

changing solutions. The number of segments and the degree of the polynomial on

each segment are modified until the user-specified tolerance is reached by taking

into account the global approximation for the state variables.

GPOPS is a well-known tool for solving trajectory optimization and optimal con-

trol problems using the hp-adaptive Gaussian quadrature collocation technique.

The gliding trajectory outcomes are presented in Fig. 4.44, and the suggested

strategy outperformed the GPOPS response in obtaining the maximum range.

Figure 4.44: Gliding Trajectory.
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The proposed CVP method defeated the GPOPS across a 300 m horizontal range

difference. Fig. 4.45 illustrates a comparison of the gliding range (performance

index profiles), revealing that the non-uniform CVP approach enhances the gliding

range compared to GPOPS.

In Fig. 4.46, the smooth alpha constraint profile was generated using GPOPS,

after a 722-sec glide flight, the α profile encountered the constraint boundary and

stayed there until it made contact with the ground. Conversely, the CVP technique

yielded a nonsmooth profile, but it touched the constraint at the point of impact.

The GPOPS optimizer attempts to maintain the SUGV’s nose up, whereas the

CVP scheme optimizer maintains an almost constant α between 90 and 480 sec-

onds, and after this, the optimizer increases airspeed by pointing the nose down,

then increases lift force by pointing the nose up to improve the gliding range.

Figure 4.45: Gliding Range.
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= 2.65

Figure 4.46: α Constraint.

The pitch rate Q constraint ensures stability during gliding flight, and GPOPS

achieved faster stability than the prescribed CVP due to its adaptive technique.

In Fig. 4.47, the Q constraint profile is shown, and the GPOPS-based response

reaches a lower limit and shows minimal variation in contrast to the CVP response.

The load factor constraint profile that allows for wing-level steady gliding flight is

depicted in Fig. 4.48. Fig. 4.49 reveals the elevator deflection constraint profile for

maximizing glide range. Compared to the optimizer of the GPOPS, the optimizer

of the CVP method produced the optimal elevator deflection profile with less stress

on the SUGV elevators. While, the GPOPS remains on the edge of the elevator

deflection constraint to prevent violating the angle of attack limitation.

Furthermore, to evaluate the effectiveness of the proposed CVP approach, the

optimal values of the constraints and stopping values are expressed in Tables 4.6

and 4.7.
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Q = 1

Q = -1

Figure 4.47: Q Constraint.

LF= 1.007

Figure 4.48: LF Constraint.
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e
 = 6

Figure 4.49: δe Constraint.

Table 4.6: GPOPS vs CVP constraint values.

Constraints GPOPS CVP

α (deg) 2.6500 2.6498

QL (deg s−1) -1.0000 -0.9387

QU (deg s−1) 0.1629 0.8970

LF 1.0068 1.0063

δe (deg) 6.0000 5.8521

Table 4.7: GPOPS vs CVP stopping values.

Values GPOPS CVP

ts (s) 815.001 814.023

Rg (km) 120.942 121.278

Rh (km) 120.525 120.856
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4.5 Summary

In this chapter, Instead of employing a time-scaling approach, the concept of con-

sidering the height as a stopping constraint was modified for the maximum stop-

pable time to achieve the maximum gliding range. To enhance the gliding range

of an SUGV, a non-uniform CVP approach based on the notion of exponential

spacing was presented to provide damped and steady gliding flight. The beauty

of the proposed non-uniform CVP approach is that the exponential spacing via χ

can be changed to suit the needs of the problem and χ has an inverse relationship

with exponential spacings between the intervals.

The proposed CVP approach does not have a complex derivation procedure and

is easy to implement because the exponential spacing factor χ and the number of

nodes N are design parameters to achieve the desired optimal response within a

specified tm. According to the simulation results in all three cases, the proposed

non-uniform CVP approach outperformed the uniform CVP approach in terms of

optimal control throughout the gliding flight, ensuring damped and steady gliding

flight and maximizing the gliding range. Increasing the node count (Cases 1 to

3) in the proposed CVP approach decreased the convergence rate, increased the

complexity of the optimizer, and increased the saturation at the start of the time

vector.

Compared with the maximum step input simulations, the proposed non-uniform

CVP presented gliding flight with an increase of 2.722 km in the gliding range and

2.863 km in the horizontal range. The non-uniform CVP approach increased the

gliding range by 1.377 km and the horizontal range by 1.098 km relative to the

uniform CVP approach. Furthermore, the non-uniform CVP approach achieved a

horizontal range 856 m higher than the horizontal range of 120 km given in the

literature. The efficacy of the proposed non-uniform CVP approach were validated

by simulations executed in the MATLAB and DS Simulia Isight environments. To

perform the dynamic optimization based on the proposed CVP approach, the

SQP method is adopted as an optimizer in DS Simulia Isight and during this

study, MATLAB plays its role as a dynamic system of SUGV.
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To further evaluate the performance of the proposed non-uniform CVP approach,

a comparison is made with the hp-adaptive Gaussian quadrature collocation tech-

nique. GPOPS, a very well-known tool based on the hp-adaptive Gaussian quadra-

ture collocation technique, has been successfully used to compare the profiles of

SUGV constraints and glide trajectories. GPOPS met all the constraints, but the

proposed CVP outperformed the horizontal range with 330 m.



Chapter 5

Range Guidance and Control for

SUGV

The application of UGV range extension is the major theme of this dissertation.

This chapter describes the development of Sliding Mode Control (SMC) techniques

based on the highly nonlinear model presented in Chapter 3. In this chapter, a

range guidance scheme dependent on dispersion points is formulated to ensure

attaining the desired range. The saturation effect in the control input and fluc-

tuations in the range guidance command cause a terminal error in the desired

range.

To overcome these problems, Integral Action (IA) based SMC (IA SMC) has been

designed. Additionally, simulations based on PID SMC and IA SMC are carried

out for two different ranges of 120 km and 125 km to asses the terminal error.

Additionally, a quantitative analysis is conducted between PID SMC and IA SMC

to observe the effectiveness.

The basic theory of SMC is described in Section 5.1. Range guidance formulation

and problem formulation are described in Sections 5.2 and 5.3, respectively. The

implementation of the designed controllers is explained in section 5.4. In section

5.5, simulation results are discussed, and a quantitative analysis is described in

section 5.5.3. Finally, Section 5.6 concludes the chapter.

100
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5.1 Sliding Mode Control

Sliding mode control (SMC) originated in the former USSR in the 1950s but

became popular in the wider control engineering community in the 1960s after

Utkin’s [107] landmark research. SMC has gained considerable recognition in the

field of linear [108], nonlinear [109], and robust control [110] communities and has

made significant contributions to both theoretical and practical control engineering

[111–115].

SMC has mainly attracted the interest of control engineers or theorists due to

its inherent robustness property and it offers desirable performance even in the

presence of disturbances, unmodeled dynamics, and parametric uncertainties. The

main advantage of SMC is its low sensitivity to system parameter variations, which

avoids the need for exact modeling. During controller design, there is always a

dissimilarity between the actual model and its mathematical model.

Unstructured or unmodeled uncertainty can result from a glitch in a mathematical

model, whereas structural or parametric uncertainty might result from an inaccu-

racy in the actual system. Designing a controller for the intended performance in

the midst of disturbance and uncertainty is a difficult challenge. If disturbances

and uncertainties are not managed properly, they have a negative impact on the

system and can lead to dynamic instability.

A robust control strategy is needed to avoid instability and disruption. A robust

controller is primarily composed of feedback control laws that maintain stability

with additional laws that ensure robustness against disturbances. Hence SMC is a

suitable control approach that has stability and robustness capability and can be

designed for both linear and nonlinear systems. SMC law is not time-dependent

and it has the characteristic of variable structure control as it continually modifies

its control structure in accordance with the location of the system trajectories.

Creating the sliding surface in error space or state space before designing the SMC

law is the most crucial stage. The sliding surface, which may be linear [116] or non-

linear [117], is a user-defined criterion that determines how well the sliding mode
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controller performs [118]. The SMC comprises a high-speed switching control that

directs the trajectory of the system to a designated sliding surface and compels it

to stay there at all times.

The states of the system must continually pass and repass the sliding surface until

the divergence from the surface is zero, and the system eventually glides down the

surface. The SMC generates a discontinuous control signal for this purpose.

The corresponding state of the system is known as sliding mode, and the accom-

panying motion is known as sliding motion. To restrict the discontinuous control

signal generated in response to the sliding motion, a switching function with a

predetermined amplitude is required.

While from any initial conditions in the state space, the system’s trajectory is

compelled to contact the sliding surface. This phase is known as the reaching

phase.

Consequently, there are two key phases to executing the overall sliding mode con-

trol approach.

� Reaching phase: The phase in which the system trajectory is steered in a

finite time from any initial condition to the sliding surface.

� Sliding motion: During this phase, the trajectory of the system is propelled

to slide along the sliding surface and approach the origin.

A graphical demonstration of these two phases is also shown in Figure 5.1, in turn

give rise to a two-step design strategy.

Furthermore, the design of the SMC law consists of two design phases.

� Sliding surface design: A sliding surface is chosen with the desired dynamic

properties and can be linear or nonlinear.

� Control law design: A control law is usually a combination of equivalent con-

trol and discontinuous control. This law has to meet the criteria of stability,

sliding on the surface, and reaching in finite time.
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5.1.1 Sliding Surface Design

The selection of a stable surface in the state space or error space on which the

sliding motion is always confined is referred to as the sliding surface. In the liter-

ature, sliding surfaces are referred to by various names such as sliding manifolds,

switching surfaces, and discontinuous surfaces.

The sliding surface depends on the dynamics of the system, so it must be designed

in such a way that it meets all the requirements. In principle, SMC design entails

determining a sliding surface that reflects desirable stable dynamics for the closed-

loop system, and the trajectories of the controlled system are pushed onto the

sliding surface, ensuring that the design parameters are met.

Figure 5.1: Demonstration of phases.

Starting from a given initial condition, the trajectories of the system are brought

along the sliding surface, and at this stage, the system is sensitive to parametric

uncertainties and perturbations. The trajectories of the system are insensitive to

parametric uncertainties and disturbances once SMC initiates the sliding motion

on the sliding surface [119].
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To avoid or reduce the sensitivity problem, several methods have been published

[120]. After accomplishing the design of sliding surface, The desired closed loop

performance can be possible If the velocity vectors of the system trajectories are

always pointing towards the sliding surface.

In light of this discussion, the design summary of the sliding surface can be itemized

as

� The sliding motion is entirely related to the design of the sliding surface.

� A sliding surface can be designed as linear or nonlinear regardless of whether

the actual system is linear or nonlinear.

� The sliding surface dynamics reveal the system’s performance during the

sliding motion.

5.1.2 Control Law Design

The SMC law guarantees that system trajectories will attain reaching phase and

slide motion in the finite time given any initial conditions in state space or error

space. A sliding mode controller, on the other hand, is a hybrid of equivalent

control and discontinue control.

Hence, SMC law u is

u = ueq + udis (5.1)

The equivalent part of control law ensures that the system dynamics converge to

the equilibrium point and stay on the sliding surface and discontinue part ensures

that system dynamics remain in sliding motion in sliding mode.

5.1.2.1 Equivalent Control

Equivalent control acts as a continuous control during contact with the sliding

surface and ensures that the change in trajectory of the system is perpendicular
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to the sliding surface [121]. If switching control is considered and can be observed

in the Figure 5.2, the trajectory of the system is not perpendicular to the sliding

surface.

Figure 5.2: Concept of equivalent control [121].

In essence, the trajectory’s dynamic motion on the sliding surface is averaged over

the trajectory dynamics on both sides of the sliding surface. Thus dynamics during

sliding can be calculated from Ṡs = 0 and by solving Ṡs = 0 , equivalent control

ueq is obtained.

5.1.2.2 Discontinue Control

The discounting control udis is a high-frequency switching control that ensures the

finite time convergence and the sliding motion of the system trajectory on the

sliding surface. Moreover, SMC becomes insensitive to the disturbance because of

udis. Various udis rules have been proposed in the existing literature as follows

� Constant reaching law:

Udis = −ksign(Ss) k > 0 (5.2)

where k is rate of decay to converge the sliding surface.
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� Exponential reaching law:

Udis = −k1sign(Ss)− k2Ss k1, k2 > 0 (5.3)

where k2Ss increases the speed of trajectories to approach the sliding motion.

5.1.3 Chattering

To maintain the sliding motion, the trajectories of the system crosses and recrosses

the sliding surface, and this phenomenon produces high-frequency fluctuations.

Unfortunately, this fluctuation is the main drawback of SMC and is known as

chattering, as shown in the Fig. 5.3. Chattering is caused by the switching function

within the S-plane of the sliding surface Ss = 0.

Figure 5.3: Chattering Problem.

Udis(t) =


U+
dis(x, t) Ss(x) > 0

0 Ss(x) = 0

U−
dis(x, t) Ss(x) < 0

(5.4)
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Furthermore, chattering accelerates the wear and tear of actuators, reduces the

accuracy of the controller and increases the probability of dynamics not predicted

by the models.

To deal with the chattering problem, high-order sliding mode like super twist-

ing algorithm [122], Real twisting algorithm [123], dynamic sliding mode [124],

boundary layer approximation [125], decaying boundary layer of sliding surface

[126], and various functions such as sigmoid, saturation and hyperbolic [127–129]

have been proposed to smooth the discontinues control law.

5.1.4 Relative Degree and Stability Analysis

Relative Degree

The relative degree can be understand as control input u first appears explicitly

only in the rth total time derivative of output y [130]. The relative degree is of

great importance for designing the sliding surface.

A Horowitz polynomial is a very common way to design a sliding surface that

depends on relative degree.

To understand the concept of relative degree, consider a triple integral problem,

where y = x2 is the output.

ẋ1 = x2

ẋ2 = x3

ẋ3 = u

Let the above problem be solved to find the relative degree.

ẏ = ẋ2 = x3 ⇒ ÿ = ẋ3 = u

Thus in the above example finding u requires differentiating the output twice, and

the relative degree r of the problem is two.
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Stability Analysis

The SMC law is formulated in such a way that it moves the state of the system

to the sliding surface ensuring the existence of the sliding mode. The reachability

condition, which is placed on the control law, is used to verify the sliding mode.

Generally, Lyapunov stability analysis is used to identify the condition of the

reachability condition. The stability analysis of the sliding surfaces can be deter-

mined by representing a quadratic Lyapunov functional and its time derivative as

follows

V = 0.5S2
s (5.5)

V = SsṠs (5.6)

SMC law is designed to assure the reachability condition that guarantees the finite

time convergence.

SsṠs < 0 (5.7)

The following conditions must be satisfied to check asymptotic stability for closed-

loop SMC.

� V̇ < 0 for Ss ̸= 0

� lim
|Ss|→∞

V = ∞

5.2 Range Guidance Formulation

A graphical formulation of range guidance for a SUGV during gliding flight is

shown in figure 5.4. where u and w are the velocity components of the wind speed

V. DPR and DPh are the dispersion points (dropping parameters from carrier

platforms such as aircraft, fixed-wing drones) of the SUGV.

The relationship between dispersion points and horizontal range is as follows

ð =
ho −DPh
Rg −Ro

(5.8)
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where Ro can be replaced by DPR since both variables are showing the initial

value of the horizontal range which is zero in this scenario. Rg in (5.8) represents

the intended horizontal range and ð represents the glide ratio.

The following relation, based on the assumption that the glide angle and the flight

path angle are the same, is used to determine the flight path angle γ based on Rg.

γ = tan−1(ð) (5.9)

To achieve unpowered range guidance, a range guidance command pitch angle θc

is produced in (5.10), depending on α and γ in (5.9).

θc = α + γ (5.10)

where α is the current state of the SUGV. One thing worth noting here about the

range guidance command θc is that it directly depends on the intended range Rg

and α. While γ will remain constant for this guidance command θc but α merely

has the flexibility to alter.

5.3 Problem Formulation

Consider the general form of the SUGV nonlinear system shown below.

ẋ = f(x) + g(u) (5.11)

y = hx (5.12)

xDP = xt0 (5.13)

where f and g are vector fields. This is considered to be the relation of x to ℜn

for t ≥ but is usually interpreted as x ∈ ℜn. x represents the state vector of the

SUGV system (5.11). h ∈ ℜm×n denotes the output vector, y ∈ ℜm is the desired

scalar output that needs to be controlled, and xDP ∈ ℜn is the dispersion point
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vector. Before moving on to the design challenge, we must first understand the

basic concepts of controllability, output controllability, and observability. Because

these factors decide whether or not a system is appropriate for controller design.

Figure 5.4: Range Guidance.

Controllability: If the control inputs cannot control any of the states of the

depicted system, then the intended controller cannot control the states. We are

implying that the control input must influence the behavior of each state.

This idea is crucial for state feedback control, stabilization control, and optimal

control. Controllability may be described as the input to a system that moves

each state from an initial state to a desired final state, and a system that meets

the criteria is controllable, otherwise, the system is uncontrolled.

Controllability can therefore be defined in mathematical language as a nonlinear

system (5.11), with vector fields f and g, is controllable, if and only if there exists a

region D such that the vector fields {g, adfg, ...., adn−1
f g} are linearly independent

in D.

To verify controllability, the following steps are required.

� Compute the vector field {g, adfg, ...., adn−1
f g} by the Lie derivatives.

� Check whether the vector field is full rank or not.



Range Guidance and Control for SUGV 111

Output controllability: Output controllability is slightly different from control-

lability as it relates to the input and output of the system. This concept is very

helpful for controllers that rely on output tracking. The ability of a system input

to move a desired system output from any initial condition to the final condition

in a finite time is referred to as output controllability.

The output controllability can be considered as a nonlinear system (5.11), with f,

g and h vector fields, is output controllable, if and only if there exists a region D̃

such that the vector fields {hg, hadfg, ...., hadn−1
f g} are linearly independent in D̃.

The output controllability can be calculated mathematically by the following step.

� Compute the vector field R = {g, adfg, ...., adn−1
f g}.

� Check the vector field rank(R)=n to verify output controllability.

Observability: So far, for the conditions of controllability and output controlla-

bility, it has been assumed that all states of a nonlinear system exist. Sometimes

the availability of states is important for fault detection, fault-tolerant control,

and system monitoring.

Unfortunately, no single state of the system is rarely available because a sensor

on each state is expensive and then requires the available measured output to

reconstruct the state. This reconstruction of the state depends on observability. If

this condition is fulfilled, it means that the state can be built. Observability can

be stated as if at any initial condition a state vector can be extracted from the

output of the system in a finite time, then the system is observable, otherwise, it

is unobservable.

In mathematical form, observability can be described as the f and h vector fields

are observable, if and only if there exists a region D̂ in which the vector fields

{h, hadf , ...., hadn−1
f }T are linearly independent in D̂.

The observability of any nonlinear system can be calculated as

� Compute the vector field ∅ = {h, hadf , ...., hadn−1
f }T .



Range Guidance and Control for SUGV 112

� If rank(∅) = n then observability exits.

The following is the controller design statement for unpowered range guidance:

Problem: Given a desired command signal θc ∈ ℜ, design a feedback control ap-

proach in terms of the control u such that the desired command θc is an attractive

set for θ, so that there exists an ϵ > 0, such that θ(t : to, xDP ) → θc, as t→ ∞ for

any initial condition (to, xDP ) ∈ ℜ+ × B(θc : ϵ). While designing the controller, a

few assumptions are also taken into consideration.

� Assumption 1: SUGV nonlinear dynamics are controllable and output

controllable.

� Assumption 2: All states are measurable.

� Assumption 3: Nonlinear disturbances such as atmospheric conditions,

unmodel dynamics, and parameter uncertainties are neglected.

5.4 Controller Design

In this section, the SMC-based nonlinear controller design is presented and the

sliding surface is constructed in such a way that it acts like a PID sliding surface.

5.4.1 Integral Action

To mitigate the saturation effect in range guidance law and to facilitate the smooth

guidance command θc generated from (5.10), an integral action denoted by Ω ∈ ℜ1,

is established as follows

∂̇θc = Ξ(θc − ∂θc) (5.14)

Ω =

∫
e dt (5.15)

where Ξ ∈ ℜ is strictly positive, constant design gain, and ∂θc ∈ ℜ1 is filtered

command.
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To quantify the desired task, an output tracking error, illustrated by e ∈ ℜ1, is

defined as

e = ∂θc − θ (5.16)

5.4.2 Sliding Surface Design

The initial stage in constructing the sliding mode controller is to design the sliding

surface. To design the sliding surface, the Hurwitz polynomial for Ω is selected as

SSIA
= Ω

(
C̃1

d

dt
+ C̃2

)rd−1

(5.17)

where rd ∈ ℜ identifies a relative degree which is 3 in the case of (5.11). Hence

the desired sliding surface SSIA
is computed as follows

SSIA
= C̃2

1 Ω̈ + 2C̃1C̃2Ω̇ + C̃2
2Ω (5.18)

where C̃1, C̃2 ∈ ℜ are designing parameters. In (5.18), substitute Ω from (5.15)

for simplicity.

SSIA
= Kpe+Ki

∫
e+Kdė (5.19)

where kP , ki and kd are 2C̃1C̃2, C̃
2
2 and C̃2

1 , respectively and a graphical structure

of (5.19) can also be expressed in Fig. 5.5.

5.4.3 Range Guidance Law

SMC law is a sum of Ũeq and Ũdis to ensure reaching phase, and it has to ensure

that the trajectory stays on the sliding surface after it has reached the sliding

surface.

Equivalent control Ũeq is calculated by taking time derivative of SSIA
(5.19) and

put equal to zero.

ṠSIA
= Kpė+Kie+Kdë (5.20)
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Figure 5.5: Graphical structure of SSIA
.

Plugging (3.28, M from (3.32), CM from 3.34) and (5.16), ṠSIA
= 0 is written as

0 = Kpė+Kie+Kd(∂̈θc − a11 − a00Ũeq) (5.21)

After simplification, expression of Ũeq is

Ũeq =
1

a00Kd

(Kpė+Kie+Kd(∂̈θc − a11)) (5.22)

where a00 and a11 are
ρV 2SC̄CMδe

2Iy
,
ρV 2SC̄

2Iy

(
CMαα +

CMQ
QC̄

2V

)
, respectively.

A fundamental disadvantage of SMC known as ”chattering” has already been high-

lighted, and a modified strong exponential reaching law based on atan function is

used to eradicate the chattering. atan, ∀ SS ∈ ℜ is a smooth continuous, differen-

tiable, nonlinear, odd, and real-valued S -shaped function which can operate as a

smooth switching function. Additionally, atan has the following properties:

max
SS∈ℜ

℘(SS) = lim
SS→∞

℘(SS) = ȷ

min
SS∈ℜ

℘(SS) = lim
SS→−∞

℘(SS) = −ȷ
(5.23)

where ȷ presents the bounds on the function atan, and it is
2

π
, and can be seen

in Fig. 5.6. From the Fig. 5.6, it can be checked that the atan function is an

antisymmetric, monotonic, and uniformly bounded function.
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Figure 5.6: atan switching function with bound.

 = 0.5

 = 1

 = 1.5

 = 2

 = 5

Figure 5.7: atan switching function with different slopes.
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atan function with various β slopes is also displayed in Fig. 5.7. It is also noted

that when β is adjusted, it originates the changeable boundary layer width around

the sliding surface. An additional term S3
SIA

is introduced in the exponential

reaching law based on atan to increase the response to reach the equilibrium point

of the sliding surface whether the system is moving away from or near the sliding

surface. In strong exponential reaching law, to ensure the fast approach, the

designing gains of SSIA
, S3

SIA
should be increased while the gain of tan−1(SSIA

)

should be decreased. So the following discontinuous control law Ũdis is employed

as

Ũdis = b00
2

π
tan−1(βSSIA

) + b11SSIA
+ b22S

3
SIA

(5.24)

where b00, b11, b22 ∈ ℜ are designing gains for Ũdis and the entire range guidance

law is given as follows

Ũ =
1

a00Kd

(Kpė+Kie+Kd(∂̈θc − a11))

+ b00
2

π
tan−1(βSSIA

) + b11SSIA
+ b22S

3
SIA

(5.25)

5.4.4 Stability Analysis

To ensure the stability of the controller for SUGV range guidance, the AI SMC

must satisfy the following theorem.

Theorem 5.1. Considered the SUGV nonlinear system in (5.11) and the range

guidance law in (5.25) then the AI SMC is asymptotically stable as

ϱ̇ ≤ −Λ1|SSIA
| − Λ2S

2
SIA

− Λ2S
4
SIA

(5.26)

where Λ1, Λ2 and Λ3 are the positive design constants.

Proof. To prove this theorem, consider the time derivative of sliding surface SSIA

represented in (5.20), one obtains

ṠSIA
= Kpė+Kie+Kdë (5.27)
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After substituting the error from (5.16) and range guidance law (5.24) in (5.27)

then resultant time derivative of SSIA
becomes

ṠSIA
= − a00Kd(b00

2

π
tan−1(βSSIA

)

− b11SSIA
− b22S

3
SIA

)

(5.28)

To check the stability condition, a quadratic Lyapunov candidate function is chosen

as

ϱ = 0.5S2
SIA

(5.29)

Time derivative of (5.29) yields

ϱ̇ = SSIA
(−a00Kd(b00

2

π
tan−1(βSSIA

)− b11SSIA
− b22S

3
SIA

)) (5.30)

ϱ̇ ≤ −Λ1SSIA

2

π
tan−1(βSSIA

)− Λ2S
2
SIA

− Λ2S
4
SIA

(5.31)

where Λ1, Λ2 and Λ3 are a00Kdb00, a00Kdb11 and a00Kdb22, respectively. It is

evident from Fig. 5.6 that SSIA

2
π
tan−1(βSSIA

) can be transformed into |SSIA
|

then (5.31) is negative definite if Λ1, Λ2, Λ3 > 0.

Consequently, the following result confirms the negative definiteness of the AI

SMC scheme.

ϱ̇ ≤ −Λ1|SSIA
| − Λ2S

2
SIA

− Λ2S
4
SIA

(5.32)

Now, stepping back to understand, the AI SMC based Ũ ensures the enforcement

of θ to ∂θc . Therefore, this results in asymptotic convergence of the measured

state of the SUGV to the range guidance command.

5.5 Results and Discussion

In this section, for range guidance, performance studies of the proposed Integral

Action (IA) SMC and PID SMC are presented. The obtained outcomes are suc-

cinctly demonstrated to authenticate the improvements in gliding flight for a range

of 120 km and 125 km. A closed loop range guidance approach has been expressed
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in the Fig.5.8. For PID SMC, sliding surface is written as

Figure 5.8: AI SMC scheme for range guidance.

SSPID
= Kpe+Ki

∫
e+Kdė (5.33)

where e is θc − θ. The design gains for SSIA
, SSPID

and Ũdis are kept identically

to make a comparison between PID SMC and IA SMC and all design gains are

tabulated in Table 5.1. For range guidance, simulations are performed using the

Dispersion Points (PDs) [92] listed in Table 5.2.

Table 5.1: Design gains for AI SMC and PID SMC.

Kp 0.0621 b00 0.9
Ki 0.0100 b11 0.7
Kd 0.0964 b22 0.6

Table 5.2: Dispersion Points for range guidance.

States DPs
V 216 ms−1

α 0 deg
Q 0 deg s−1

θ 0 deg
R 0 km
h 10 km

5.5.1 Case A: 120 km

An unpowered gliding flight response for the PID SMC and IA SMC controllers is

shown in Fig. 5.9. After launching the SUGV, the PID SMC controller employs

a slow reaction to stabilize the vehicle, and this reaction encounters the free fall

effect between the 0.8 km range and to 2.2 km range.
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In the presence of the PID SMC controller, however, a terminal error of 281.3 m is

recorded, which the controller cannot regulate because of the non-smooth response

of α in the range guiding command (5.10).

In the context of PID SMC, this is also one of the main reasons that cause a

terminal error. On the other hand, the IA SMC follows a filtered range guidance

command that is free of fluctuations and thus a terminal error of 0.35 m is observed.

Figure 5.9: Gliding flight for 120 km range.

The combination of α and Q provides damped and stable gliding flight which is

additionally treated to decrease Phugoid oscillations. In the case of PID SMC, the

α profile begins with a negative angle, indicating that the SUGV’s nose is down

and the weight is greater than the lift force.

At the same time, pitch rate Q, which is also responsible for dynamic stability,

has a value of -2.5 deg s−1, indicating that the SUGV experienced jerky angular

momentum, leading to free fall behaviour.
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The IA SMC controller, on the other hand, provides faster damping and stabiliza-

tion to the SUGV. This can be noted in Figs. 5.10 and 5.11. The output tracking

response of commanded profile for the PID SMC and IA SMC is displayed in Figs.

5.12 and 5.13.

The range guiding command (5.10) swings in the PID SMC tracking situation due

to the rapid shift in α. On the other hand, in the case of IA SMC tracking, range

guiding command is smooth due to integral action (5.14, 5.15).

The flight path angle γ in Fig. 5.14 can also be considered as the tracking crite-

rion between PID SMC and IA SMC because the range guidance command is a

combination of α and γ. In other words, if we indirectly monitor γ, we control θ

because θ is also a sum of γ and α, which is the inherent state of SUGV.

Figure 5.10: α profile for 120 km range.
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Figure 5.11: Q profile for 120 km range.

Every physical system has some limit on the control input, if the control input

exceeds the limit it can become uncontrollable or degrade the performance but in

our study, the elevator deflection ranges from 0o to 6o.

To achieve the actuation limit, a saturation block is introduced, which can be

noticed in Fig. 5.8. When the PID SMC scheme is employed to attain the attended

range, the actuation effect from Fig. 5.15 can be assessed and this is also a source

of the terminal error in the gliding range.

Consequently, the proposed control scheme is completely independent of the ac-

tuator limiting effect and produces a smooth profile with less burden on elevators.

The sliding surfaces of both controllers can also be visualized in Fig.5.16.

The sliding surface of the proposed controller exhibits a fast reaching phase than

the PID SMC controller which is also a significant factor of the IA SMC controller

in achieving the expected glide range.
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Figure 5.12: PID SMC tracking profile for 120 km range.

Figure 5.13: AI SMC tracking profile for 120 km range.
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Figure 5.14: γ tracking profile for 120 km range.

Figure 5.15: Control input profile for 120 km range.
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Figure 5.16: Sliding surface profile for 120 km range.

5.5.2 Case B: 125 km

Gliding flight for 125 km range is expressed in Fig. 5.17 with PID terminal error

of 273.8 m in case of PID SMC. AI SMC generates a stable flight after launching

from carrier platform and in this case, terminal error is 0.29 m.

Proposed Control scheme generates the control input such that the α become small

so that in range guidance, guidance command θc and flight path angle almost

remain same. Pitch rate Q ensures the dynamic stability of gliding vehicle and

relates with angular momentum. So small amplitude of Q and become zero as

soon as possible provides fast stability.

During gliding flight phugoid oscillation can be handle by controlling the α and

Q. Proposed controller provides fast damping and small α, can be seen in Figs.

5.18, 5.19, after launching the SUGV that provides the help to attain stable flight

and tracking the guidance command.
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Figure 5.17: Gliding flight for 125 km range.

Figure 5.18: α profile for 125 km range.



Range Guidance and Control for SUGV 126

Figure 5.19: Q profile for 125 km range.

Flight path angle tracking response for both controller is shown in Figure. 5.22

and proposed controller provides the fast tracking in comparison to the PID SMC

response.

Elevator deflection has inverse relation with pitch angle response. When elevator

deflection is positive then nose of SUGV is down and it is negative then nose is

up. Proposed controller generates a smooth control input profile as compared to

PID SMC control scheme.

It can be examined that IA SMC controller start with 5.56o deflection and after

sometime decrees the deflection which means it tries to nose up and to attain lift

so that it can achieve more gliding flight.

Comparison of sliding surfaces in Fig. 5.24 demonstrates that the batter track-

ing performance, fast reaching phase and sliding motion is achieved by proposed

control scheme.
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Figure 5.20: PID SMC tracking profile for 125 km range.

Figure 5.21: IA SMC tracking profile for 125 km range.
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Figure 5.22: γ tracking for 125 km range.

Figure 5.23: Control input profile for 125 km range.
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Figure 5.24: Sliding surface profile for 125 km range.

5.5.3 Quantitative Analysis

A terminal error (Difference between desired range and final range from controller)

and quantitative analysis is performed to assess the superiority of proposed IA

SMC controller.

Terminal error for both cases 120 km and 125 km are tabulated in Table 5.3.

Comparison between terminal error explains that IA SMC performed very well as

compared to PID SMC.

Table 5.3: Terminal error.

Controller Case A Case B

PID SMC 281.3 m 273.8 m

IA SMC 0.35 m 0.29 m

A quantitative analysis is also synthesized to judge the effectiveness of PID SMC

and IA SMC. As judgement criteria for performance evaluation, Integral Square



Range Guidance and Control for SUGV 130

Value (ISV) [131] of Ũ for energy consumption and Root Mean Square Error

(RMSE) are used. RMSE is computed by

RMSE =

√√√√ 1

N

N∑
m=1

|e(m)|2 (5.34)

where N is the number of total time samples. Furthermore, ISV of Ũ is defined

by

ŨISV =

ts∫
t0

Ũ2 dt (5.35)

where ts is stopping time and detail discussion about this is given in [92]. ŨISV and

the RMSE for both the controllers are tabulated in Table 5.4. The comparison

demonstrates that IA SMC has better tracking performance and consumes less

energy than PID SMC because IA SMC lowers the saturation effect.

Table 5.4: Quantitative analysis.

Controller
Case A Case B

ŨISV RMSE ŨISV RMSE

PID SMC 9189.5470 0.3935 8775.9829 0.3588

IA SMC 9129.1242 0.2683 8712.0024 0.2455

5.6 Summary

This chapter has focused on sliding mode control based non-linear technique for

range guidance to extend the range of UGV. In the guidance problem, the desired

range is considered to obtain the guidance command which depends on the dis-

persion points and the angle of attack. To eliminate the saturation effect in the

control input and smooth guidance command, an IA SMC is proposed. To over-

come the perturbation problem in SMC, a atan based strong exponential reaching

law is also incorporated. Simulation tests are performed to evaluate the effec-

tiveness of the control scheme, which shows promising results against the issue of

saturation effect and non-smooth guidance command. Furthermore, by ensuring
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smooth control actions, enhanced control leads to good trajectory tracking. Addi-

tionally, a terminal error and quantitative comparison are performed between the

PID SMC and the AI SMC, demonstrating that the AI SMC uses less energy dur-

ing range guidance law generation and offers superior tracking for range guidance

command.



Chapter 6

Conclusion and Future Work

6.1 Conclusion

The conclusions drawn from the work presented in the previous chapters can be

divided into two major groups. The grouping is based on trajectory optimization

or optimal control formulation and range guidance and control formulation.

� Chapter 4: Trajectory Optimization of SUGV

First, to avoid the time-scaling approach, especially in the scenario of UGVs,

the stopping constraint-based notion is updated for the maximum stoppable

time. Unpowered gliding is handled by a non-uniform CVP scheme to miti-

gate fluctuations and unsteadiness that cause range reduction.

A proposed non-uniform CVP is modeled by the exponential spacing phe-

nomenon. To perform the trajectory optimization, the DS Simulia Isight

environment is simulated by employing the SQP algorithm in conjunction

with MATLAB. To verify the effectiveness of the proposed non-uniform CVP

approach and to achieve damped and steady gliding flight in the presence

of constraints, a comparison is made with the classical CVP approach and

uncontrolled gliding flight. However, analysis of the scheme for three differ-

ent cases designed based on the number of nodes shows that damped and

132
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steady gliding flight is successfully achieved and the results have been able

to maximize the range but with the increase in the number of nodes, it has

been observed that the complexity and computation have increased. Fur-

thermore, the saturation effect has also been evaluated in constraints which

may be a bed factor of non-uniform CVP.

A comparison is also conducted between the proposed CVP and GPOPS,

and the GPOPS outcomes demonstrate that all the constraints are satisfied

with a maximum horizontal range of 120.525 km, which is 331 meters less

than the non-uniform CVP approach.

� Chapter 5: Range Guidance and Control for SUGV

A closed-loop nonlinear control method is proposed to attain the intended

range. A guidance scheme is developed for the range which depends on the

dispersion points and the measured angle of attack. IA SMC is proposed to

negotiate the saturation problem in commanded control and achieve smooth

guidance command. Additionally, to reduce the chattering issue in SMC, a

atan based strong exponential reaching law is employed.

To cross-check the effectiveness of the proposed guidance command, simu-

lations of PID SMC and IA SMC are also carried out and from these sim-

ulations, it is observed that the proposed control scheme produces smooth

guidance and avoids the saturation problem. For the two cases of the 120

km and 125 km range, a quantitative analysis based on terminal error, root

mean square of error, and energy dissipation of the range guidance law is

also calculated.

Therefore, the evaluation of both cases states that the proposed IA effectively

tracks the range guidance command and generates the smooth command,

and suppresses the saturation problems in the range guidance law, and ac-

cording to the quantitative analysis, the IA SMC for the SUGV fulfills the

range guidance acquisition to achieve the desired range.
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6.2 Future Work

Based on the contributions and findings of the present study, several possible

future avenues can be explored. Following are some proposed future directions.

� Exponential spacing in non-uniform CVP can be adaptively modified with

the Hilbert-Huang transform.

� Range maximization can be studied by incorporating the proposed CVP

approach with variable center of gravity, wind shear, wind gusts, ground

effects, and constraints on wing sweep angle and dynamic pressure.

� The research problem of range maximization needs to be performed with

Grasshopper Optimization Algorithm, Ant Colony Optimization Algorithm,

Whale Optimization Algorithm, and Gray Wolf Optimization Algorithm.

� The proposed non-uniform CVP approach can be implemented in the 6-DoF

model of SUGV, and the scheme can be tested on other UGVs.

� Trajectory optimization itself is not robust so the results of range maximiza-

tion can be used to design a robust controller based on the optimal model

reference.

� Altitude-based range guidance can be designed that will depend on altitude

control in the presence of weather disturbances and ground effects.

� A scheduling-based model predictive control with sliding mode control to

achieve robustness can be designed for a range guidance scheme in the pres-

ence of variable wing sweep angle.

� A 6-DoF model of SUGV is required to verify the proposed range guidance

scheme and IA SMC controller.

This study’s future directions are not confined to the points indicated above. There

is no end to knowledge.
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[96] F. Aràndiga, R. Donat, and M. Santágueda, “The pchip subdivision

scheme,” Applied Mathematics and Computation, vol. 272, pp. 28–40, 2016.

[97] J.-n. Chou, Optimal turning maneuvers for six-degree-of-freedom high-angle-

of-attack aircraft models. Iowa State University, 1995.

[98] C. Rabbath and D. Corriveau, “A comparison of piecewise cubic hermite

interpolating polynomials, cubic splines and piecewise linear functions for

the approximation of projectile aerodynamics,” Defence Technology, vol. 15,

no. 5, pp. 741–757, 2019.

[99] B. C. Fabien, “Piecewise polynomial control parameterization in the direct

solution of optimal control problems,” Journal of Dynamic Systems, Mea-

surement, and Control, vol. 135, no. 3, p. 034506, 2013.

[100] Z. Wang, “Optimal trajectories and normal load analysis of hypersonic glide

vehicles via convex optimization,” Aerospace Science and Technology, vol. 87,

pp. 357–368, 2019.

[101] P. E. Gill, W. Murray, M. A. Saunders, and M. H. Wright, “User’s guide for

npsol (version 4.0): A fortran package for nonlinear programming.” Stanford

Univ CA Systems Optimization Lab, Tech. Rep., 1986.

[102] P. Gath and K. Well, “Trajectory optimization using a combination of di-

rect multiple shooting and collocation,” in AIAA Guidance, Navigation, and

Control Conference and Exhibit, 2001, p. 4047.



Bibliography 146

[103] G. Lecohier and K. Mehlem, “A new trajectory optimisation tool (altos) ap-

plied to conventional launchers,” IFAC Proceedings Volumes, vol. 25, no. 22,

pp. 477–482, 1992.

[104] Z. Foroozandeh, M. Shamsi et al., “On numerical methods for singular op-

timal control problems: An application to an auv problem.” Discrete &

Continuous Dynamical Systems-Series B, vol. 24, no. 5, 2019.

[105] C. L. Darby, W. W. Hager, and A. V. Rao, “An hp-adaptive pseudospectral

method for solving optimal control problems,” Optimal Control Applications

and Methods, vol. 32, no. 4, pp. 476–502, 2011.

[106] M. A. Patterson and A. V. Rao, “Gpops-ii: A matlab software for solving

multiple-phase optimal control problems using hp-adaptive gaussian quadra-

ture collocation methods and sparse nonlinear programming,” ACM Trans-

actions on Mathematical Software (TOMS), vol. 41, no. 1, pp. 1–37, 2014.

[107] V. I. Utkin, “Sliding modes and their applications in variable structure sys-

tems,” Mir, Moscow, 1978.

[108] A. Mahmood, A. I. Bhatti, and B. A. Siddique, “Landing of aircraft using

integral state feedback sliding mode control,” in 2019 International Confer-

ence on Electrical, Communication, and Computer Engineering (ICECCE).

IEEE, 2019, pp. 1–6.

[109] H. Sira-Ramı́rez, “On the sliding mode control of nonlinear systems,” Sys-

tems & control letters, vol. 19, no. 4, pp. 303–312, 1992.

[110] M. Taleb, F. Plestan, and B. Bououlid, “An adaptive solution for robust

control based on integral high-order sliding mode concept,” International

Journal of Robust and Nonlinear Control, vol. 25, no. 8, pp. 1201–1213,

2015.

[111] C. Edwards and S. Spurgeon, Sliding mode control: theory and applications.

Crc Press, 1998.



Bibliography 147

[112] G. Bartolini, L. Fridman, A. Pisano, and E. Usai, Modern sliding mode

control theory: New perspectives and applications. Springer, 2008, vol. 375.

[113] W. Perruquetti and J. P. Barbot, Sliding mode control in engineering. Mar-

cel Dekker New York, 2002, vol. 11.

[114] S. E. Ryvkin and E. P. Lever, Sliding mode control for synchronous electric

drives. CRC press, 2012.

[115] A. Ferrara, Sliding mode control of vehicle dynamics. IET, 2017, vol. 5.

[116] U. Ali, M. Z. Shah, R. Samar, and A. I. Bhatti, “Robust level flight control

design for scaled yak-54 unmanned aerial vehicle using single sliding surface.”

in 2012 24th Chinese Control and Decision Conference (CCDC). IEEE,

2012, pp. 1209–1214.

[117] S. U. Ali, R. Samar, M. Z. Shah, A. I. Bhatti, and K. Munawar, “Higher-

order sliding mode based lateral guidance for unmanned aerial vehicles,”

Transactions of the Institute of Measurement and Control, vol. 39, no. 5, pp.

715–727, 2017.

[118] J.-J. E. Slotine, W. Li et al., Applied nonlinear control. Prentice hall En-

glewood Cliffs, NJ, 1991, vol. 199, no. 1.

[119] V. I. Utkin, Sliding modes in control and optimization. Springer Science &

Business Media, 2013.

[120] S. Laghrouche, F. Plestan, and A. Glumineau, “Higher order sliding mode

control based on integral sliding mode,” Automatica, vol. 43, no. 3, pp. 531–

537, 2007.

[121] V. Utkin, J. Guldner, and J. Shi, Sliding mode control in electro-mechanical

systems. CRC press, 2017.

[122] G. Shen, Y. Xia, J. Zhang, and B. Cui, “Adaptive super-twisting sliding

mode altitude trajectory tracking control for reentry vehicle,” ISA transac-

tions, 2022.



Bibliography 148

[123] A. Saeed, Y. Liu, M. Z. Shah, L. Wang, and Q.-G. Wang, “Sliding mode

lateral guidance and control of finless airship,” Journal of Aerospace Engi-

neering, vol. 35, no. 2, p. 04021131, 2022.

[124] M. Herrera, O. Camacho, H. Leiva, and C. Smith, “An approach of dynamic

sliding mode control for chemical processes,” Journal of Process Control,

vol. 85, pp. 112–120, 2020.

[125] I. M. Boiko, “Chattering in sliding mode control systems with boundary layer

approximation of discontinuous control,” International Journal of Systems

Science, vol. 44, no. 6, pp. 1126–1133, 2013.

[126] H. Hassrizal and J. A. Rossiter, “Application of decaying boundary layer

and switching function method thorough error feedback for sliding mode

control on spacecraft’s attitude,” in 2017 25th Mediterranean Conference on

Control and Automation (MED). IEEE, 2017, pp. 1250–1256.

[127] N. Mazhar, F. M. Malik, A. Raza, and R. Khan, “Predefined-time con-

trol of nonlinear systems: A sigmoid function based sliding manifold design

approach,” Alexandria Engineering Journal, vol. 61, no. 9, pp. 6831–6841,

2022.

[128] A. Najafi, M. T. Vu, S. Mobayen, J. H. Asad, and A. Fekih, “Adaptive

barrier fast terminal sliding mode actuator fault tolerant control approach

for quadrotor uavs,” Mathematics, vol. 10, no. 16, p. 3009, 2022.

[129] M. Asad, M. Ashraf, S. Iqbal, and A. I. Bhatti, “Chattering and stability

analysis of the sliding mode control using inverse hyperbolic function,” In-

ternational Journal of Control, Automation and Systems, vol. 15, no. 6, pp.

2608–2618, 2017.

[130] A. Isidori, Nonlinear control systems: an introduction. Springer, 1985.

[131] N. Xuan-Mung and M. Golestani, “Energy-efficient disturbance observer-

based attitude tracking control with fixed-time convergence for spacecraft,”

IEEE Transactions on Aerospace and Electronic Systems, 2022.



Appendix A

A.1 Sequential Quadratic Programming

The NLP problem is broken into a sequence of QP subproblems. The QP subprob-

lem’s objective function is a quadratic approximation of the Lagrangian function,

and its constraints are linearizations of the original constraints. To demonstrate

the SQP method, the following NLP problem is defined as

minf(x) for x ∈ ℜn

Ai(x) = 0 for i = 1, 2, ..., l

Bj(x) ≥ 0 for j = 1, 2, ...,m

(1)

The problem’s corresponding Lagrangian function is provided by

L(x,Φ,Ψ) = f(x) + ΦTA+ ψTB

where vectors Φ ∈ ℜl and Ψ ∈ ℜm are Lagrangian multipliers. A detailed concep-

tualization of SQP procedure to solve the optimal problem is given by the following

algorithm.

1. Set x = x0 (x0 is initial guess), sequential variable as k = 0 and initialize

the tolerance ϵ.

2. Determine the search direction d0 by solving the QP subproblem.
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3. Compute the step length C0 by 1-D minimization of the cost functionM(x0+

C0d0).

4. Evaluate x1 = x0 + C0d0.

5. While ∥Ckdk > ϵ∥

(a) Set k = k + 1.

(b) Evaluate dk by solving the QPk subproblem.

(c) Determine Ck which minimizes M(xk + Ckdk).

(d) Compute xk+1 = xk + Ckdk.

6. end while

7. Output: xop = xk+1

where the function M provides a suitable decrease in f(x) as well as the fulfilment

of the constraints with dk with an proper Ck. The search direction dk is the solution

of the following QP k subproblem.

min
d

{
0.5dTHkd+∆f(xk)

Td
}

s.t. ∆Ai(xk)
Td+ Ai(xk), i = 1, 2, ...,m

∆Bj(xk)
Td+Bj(xk) ≤ 0, j ∈ A(xk)

A(xk) = {j ∈ {1, 2, ..., n} |Bj(xk) = 0}

(2)

where Hk is the Hessian of the Lagrangian ∆2
xL and A(xk) refers to the set of

active constraints at xk.
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A.2 GPOPS Mathematics

In order to employee the GPOPs, optimal problem is that tries to minimize the

cost function, is configured as

J = Φ[xto , to, xtf , tf ] +

tf∫
t0

ϕ(x(t), u(t), t)dt (3)

Subject to dynamic constraints are as

ẋ = f(x, u, t) (4)

Subject to inequality path constraints are as

Cmin ≤ C(x, u, t) ≤ Cmax (5)

Subject to boundary constraints are as

Bmin ≤ B(xto , to, xtf , tf ) ≤ Bmax (6)

To approximate the state variables, a N + 1 Lagrange interpolating polynomials

is expressed as

x(τ) ≈ X(τ) =
N∑
i=1

Xi · Vi(τ), τ ∈ [−1 1] (7)

where Vi is

Vi(τ) =
N∏

j=0,j ̸=i

τ − τj
τi − τj

, i = 0, 1, ...., N

To estimate the control variables, an N Lagrange interpolating polynomials is

expressed as

u(τ) ≈ U(τ) =
N∑
i=1

Xi · V ∗
i (τ), τ ∈ [−1 1] (8)

where V ∗
i is

∏N
j=1,j ̸=i

τ − τj
τi − τj

, i = 1, 2, ...., N . Time derivative of (7) is expressed as

ẋ(τ) ≈ Ẋ(τ) (9)
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The derivative of each Lagrange polynomial at the Legendre-Gauss points in a

differential approximation matrix, D ∈ ℜN×(N+1) are given as

Dki(τ) = V̇i(τk) =
N∑
l=0

∏N
j=0,j ̸=i,k τk − τi∏N
j=0,j ̸=i,k τi − τi

k = 1, 2, ...., N, i = 0, 1, 2...., N (10)

The dynamic constraints ẋ(τ) are translated into algebraic constraints by Dki(τ)

.
N∑
l=0

DkiXi −
tf − to

2
f(Xk, Uk, τk; to, tf ) = 0, k = 1, 2, ..., N (11)

A continuous cost function using Gaussian quadrature is given as

J = Φ[xto , to, xtf , tf ] +
tf − to

2

N∑
k=1

Gk · g(Xk, Uk, τk; to, tf ) (12)

where Gk are the Gaussian weights and the boundary constraint is denoted as

Φ(Xo, to, Xf , tf ) = 0 (13)

Furthermore, the path constraints at the Legendre-Gauss points are written as

C(Xk, Uk, tk; to, tf ) ≤ 0 k = 1, 2, ...., N (14)

The transformed problem is defined by Eqs. (11, 12, 13, 14), and its solution is

the approximate solution of the original optimum problem from to to tf .
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