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## Abstract

Unpowered gliding vehicles perform gliding flight with a limited glide range by using mechanically stored energy provided by a platform such as a drone or aircraft. Additionally, unpowered gliding vehicles are distinguished by their intended use, fuselage, geometry of aerodynamic surfaces, and Mach number. For this study, a Subsonic Unpowered Gliding Vehicle (SUGV) is selected to maximize the gliding range. When the SUGV is released from the carrier platform after obtaining the dispersion points, it starts gliding with a loitering state due to the flight transition, and after covering some range the gliding vehicle due to its inherent stability starts a steady gliding flight. By choosing an appropriate optimization method, the range is maximized with a damped and stable gliding flight. It is worth noting that the range maximization problem is also an endurance problem, and the final time in this optimal problem is also free. Therefore, to solve this sort of problem, a time-scaling approach has already been proposed and effectively implemented, however, the employment of this approach introduces an extra variable handled as the optimal control input or optimal variable, increasing the complexity of the dynamic optimization problem.

To address this issue, the halting constraint idea has been updated for the maximum stoppable time. Then, to achieve damped and steady gliding flight, a non-uniform exponential spacing-based Control Vector Parameterization (CVP) is proposed, and this CVP has close spacing at the beginning of the time vector and large spacing at the end of the time vector. To test the effectiveness of the proposed CVP with damped and steady gliding flight, it is compared with uncontrolled flight (maximum elevator deflection) and classical uniform CVP. While longitudinal dynamics of SUGV are considered and three different cases depending on the number of nodes are also evaluated to obtain the maximum gliding range. Simulations show that the SUGV successfully achieves a range of 856 m with the proposed non-uniform CVP by handling damped and stable gliding flight. Furthermore, the proposed CVP approach demonstrates superiority over GPOPS based
on the hp-adaptive Gaussian quadrature collocation approach with a horizontal range of 330 m .

In the second major part of this study, a range guidance and control methodology is developed to attain the intended range of SUGV. The proposed range guidance, on the other hand, is dependent on the measured angle of attack and dispersion points. Terminal error due to non-smooth range guidance command and saturation effect is measured, and to reduce these problems, an Integral Action Sliding Mode Control (IA SMC) is proposed. SMC has a drawback of chattering, and to mitigate this problem, a atan based strong exponential reaching law is employed. To observe the terminal error, smooth guidance command, and less saturation, a comparison is conducted between the proposed control scheme and the PID SMC scheme. Range guidance and control is also validated for two cases 120 km and 125 km and quantitative analysis in the form of root mean square error, the energy consumption of range guidance law, and terminal error is performed to assess the effectiveness of the IA SMC for both cases, and the IA SMC outperformed the PID SMC with a terminal error of 0.29 m .
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## Chapter 1

## Introduction

### 1.1 Background

Such an air vehicle capable of flying by using the dynamic reaction of the wind against its lifting surfaces as wings and tails and whose flight does not depend on a power source such as an engine or booster is known as an Unpowered Gliding Vehicle (UGV) [1].

With improvements in aerial technology, air vehicles have been developed as powered (active) or unpowered (passive) [2, 3]. Active flight is a very expensive concept to move a unit of mass per unit of distance, although it requires a much higher power output than passive flight [4]. A UGV only performs mechanical work in the form of actuation to produce lift force $L$ greater than or equal to weight and drag force $D$ less than airspeed to keep the wings down on a horizontal plane $[5,6]$.

Since UGVs do not generate any mechanical energy (potential plus kinetic) but they use stored energy which is stored by the carrier platform. Therefore, the performance of a UGV depends on the mechanically stored energy and this performance can be studied through the relationship between $L$ and $D$ forces $[7,8]$.

The Glide Ratio ( $G R$ ) is one of the most important parameters for the unpowered flight which helps to determine how much the UGV descends for forward motion.

The $G R$ is the ratio of lift to drag forces and these forces are directly proportional to their respective coefficients through the proportionality constant.

The effective $G R$ is like that.

$$
\begin{equation*}
G R=\frac{L}{D}=\frac{u}{w}=\frac{1}{\tan \gamma} \tag{1.1}
\end{equation*}
$$

where $u$ and $w$ are forward speed and downward speed. However, this relationship is limited to wing-level steady flight [9], and this condition is not necessarily present during flight. $G R$ is also characterized in terms of speed ratio, as the ratio of the forward speed $u$ to the downward speed $w$. It is alternatively written as $(1 / \tan \gamma)$, where $\gamma$ is the glide angle. The $G R$ relationship for an unpowered gliding vehicle can be assessed from Fig.1.1.

The transition between level flight, gliding flight, and parachuting flight (flight for terminal guidance) is conventionally taken to occur at the 45 deg of $\gamma[10]$, and, nevertheless, $L$ and $D$ contribute equally to support the weight of the air vehicle throughout the flight.

The UGV performs gliding flight if $L / D>1$, and parachute flight if $L / D<1$. While the parachute condition only applies when the target is to be neutralized with maximum damage, Fig.1.1 visualizes the concept of gliding and parachuting. When the equilibrium speed $V$ approaches, the glide path flattens until the vertical force $F$ equals the $W$.

The resulting force $F$ may be decomposed into $D$ rearward along the glide path and $L$ perpendicular to it. In parachuting, the area supporting the weight is small, the lift is small relative to the combined drag of the fuselage. Therefore, the overall GR is lower, resulting in a correspondingly faster glide path.

The Load Factor $(L F)$, which guarantees the maintenance of the wing-level steady flight during gliding flight, is another crucial parameter. It is a ratio between the $L$ and the weight $W$. It is worth noting that during cruise flight, $L F$ has a value of one and is related as

$$
\begin{equation*}
L F=\frac{L}{W} \tag{1.2}
\end{equation*}
$$



Figure 1.1: Glide ratio and Glide angle

This relation, nevertheless, is not applicable during gliding flight to maintain the wing-level steady flight. From Fig. 1.1, it can be inferred that to achieve the wing-level steady flight, the resultant force $F$ should be equal to the weight, and it is demonstrated as

$$
\begin{equation*}
L F=\frac{F}{W}=\frac{\sqrt{L^{2}+D^{2}}}{W} \tag{1.3}
\end{equation*}
$$

While from $L F$, the flight variability can be figured during gliding flight as

- Pull up condition if $L F>1$
- Wing-level steady gliding flight if $L F=1$
- Falling condition for unpowered flight if $L F<1$


### 1.2 Types of Unpowered Gliding Vehicle

Operational deployment of UGVs is always challenging due to their endurance and range limitations. In an effort to overcome the limitations of range, aerodynamic efficiency, geometric configurations are commonly adopted. UGVs are classified mostly on the basis of geometric configurations (Morphing wings [11, 12], fixed wings $[13,14]$, position and size of wings and tail), maneuverability, ability to
withstand compressibility effects and heating flux. Compressibility effects cause dynamic pressures that affect airspeed reduction and unstable gliding flight [15].

When the dynamic stress is divided by the modulus of elasticity the resulting quantity is a dimensionless quantity equal to one-half of the square of the freestream Mach number [15]. Simply put, the ratio between the current speed of a body and the speed of light is the Mach number. So UGVs can be easily characterized on the basis of Mach number, airspeed regime as listed in the Table. 1.1.

Re-entry gliding vehicle, Re-useable launch vehicle and Inter Continental Ballistic missile (ICBM) are example of hypersonic UGVs. These vehicles have a high spectrum of angle of attack $\alpha$, for example, 20 deg to 45 deg [1, 16]. Most of these UGVs are designed for routine operations without a thrust source.

Engine failure in aircraft or fighter jets is another situation that can force to perform gliding in subsonic regime with the spectrum of $\alpha$ with 10 deg to 15 deg [17, 18]. Joint direct attack munition [19], Joint stand-off weapon [20], gun launched artillery [21], are also type of Subsonic UGV (SUGV). Ground launched gliders such as Small Diameter Gliding Bomb [22] utilizes booster to achieve specific altitude, after gaining the predefined altitude, booster is separated and starts gliding.

Table 1.1: Airspeed regime

| Regime | Mach | Speed $\left(\mathrm{ms}^{-1}\right)$ |
| :--- | :---: | :---: |
| Subsonic | $<0.8$ | $<270$ |
| Transonic | $0.8-1.2$ | $270-410$ |
| Supersonic | $1.2-5.0$ | $410-1700$ |
| Hypersonic | $>5.0$ | $>1700$ |

These days, a wing adaptation kit or range extension kit is mounted on the generalpurpose bomb (MK-series) to modify the bomb into a glider [23]. The main desired objectives of SUGV are 'long range' and 'accuracy' and these objectives relate to trajectory optimization and terminal guidance for accuracy.

### 1.3 Motivation

Note that the SUGV is unpowered and therefore has a short stand-off distance (horizontal range). Some other factors on which the stand-off distance reduction depends are the geometric configuration of the fuselage, headwind, descent rate, and dispersion points (initial altitude, initial airspeed, and initial angle of attack). Glide ratio, glide path angle, and mechanically stored energy can be manipulated in an optimal way to overcome these factors and enhance the stand-off distance of SUGV. Endurance (time of flight) is another aspect that affects maximizing stand-off distance, and dealing with endurance means dealing with glide ratio, in other words, if the glide ratio is high, then SUGV will fly further, cover more stand-off distance, and require long endurance.

While physical constraints such as heating rate and dynamic pressure are not necessary for SUGV to achieve optimum stand-off distance as these constraints avoid structural damage which rarely occurs. Therefore, some motivations for enhancing the stand-off distance of SUGV are itemized below.

- Geometric configuration: the geometric configuration of the SUGV is also responsible for enhancing the stand-off distance through proper selection of the SUGV geometry resulting in reduced drag. By reducing the drag, the glide ratio increased which ensures the enhancement in the stand-off distance. Aspect ratio, wing sweep angle, wing area, fuselage shape, control surface placement, and payload integration are major parameters that have the ability to manipulate the stand-off distance of SUGV. A higher wing aspect ratio, meaning longer and narrower wings, can provide a higher lift-to-drag ratio (L/D) and result in a more efficient glide, thereby extending the stand-off distance and reducing the induced drag. A very common example of payload integration into the fuselage of a SUGV is the Joint stand-off weapon. Payload integration affects static and dynamic stability as well as the center of gravity, which, in turn, affects stand-off distance performance.
- Mechanically stored energy: the SUGV derives mechanical energy from its carrier platform in the form of kinetic and potential energy. The initial launch velocity determines the kinetic energy of the SUGV. A higher initial speed can increase the stand-off distance, but the choice of launch platform can limit this requirement. Managing stored energy, including initial altitude and velocity, is key to achieving maximum stand-off distance. This involves optimizing the tradeoff between stand-off distance and stored energy through the glide ratio [24, 25]
- Steady wing level glide: in this gliding condition, the force resulting from lift and drag is equal to the weight of the SUGV. This means that the SUGV performs a gliding flight in steady descent at a constant glide angle. By achieving and maintaining this condition, the stand-off distance performance of the SUGV can be enhanced.
- Stability: The stability of the SUGV also plays an important role in maintaining wing level steady glide flight and can be maintained by the pitching moment. The relationship between the pitching moment and the angle of attack ensures that the SUGV is stable and controllable during its gliding flight. This includes shaping the wing and tail surfaces as well as control surfaces such as elevators to provide stability and control. To achieve fast stability, there must be a steeper slope between the pitching moment and the angle of attack [15]. If the SUGV has fast stability, then after launching from the carrier platform, it will stabilize itself more quickly, and eventually achieve the wing-level glide flight to increase the stand-off distance.


### 1.4 Research Objectives

This research is carried out to investigate the damped and steady gliding flight, and to increase the stand-off distance (maximize the range) of the SUGV. Therefore, the following points are highlighted on the main objectives of this research work.

- To avoid the time scaling approach, modified the optimal problem by specifying the height as a stopping constraint for maximum stoppable time.
- Develop a non-uniform control vector parameterization approach for the optimization problem.
- Develop a range guidance scheme dependant on dispersion points and angle of attack.
- Design an integral action based sliding mode controller to track the range guidance command.


### 1.5 Thesis Contributions

The main contributions of this thesis are the glide range maximization of SUGV and the development of a nonlinear closed-loop control system based on range guidance for SUGV. The following individual contributions lead to these goals.

### 1.5.1 Open Loop Range Maximization

(a) The optimization problem is formulated with height as the stopping constraint for the stoppable time.
(b) The maximum range is yielded by achieving damped and steady gliding flight through non-uniform control vector parameterization.
(c) A comparison of non-uniform CVP between uncontrolled flight and uniform CVP has been investigated.
(d) Finally, the non-uniform CVP is compared with the hp-adaptive Gaussian quadrature collocation based GPOPS tool.

The above contributions resulted in the publication of the following journal:

- Mahmood A, Rehman F.u and Bhatti A.I. "Trajectory optimization of a subsonic unpowered gliding vehicle using control vector parameterization". Drones 2022; 6(11): 360. doi.org/10.3390/drones6110360


### 1.5.2 Range Guidance Scheme

(a) A range guidance scheme based on dispersion points (dropping parameters from an aircraft or fixed-wing UAV) and angle of attack is proposed to attain the intended range.
(b) To mitigate the saturation effects and produce a smooth range guidance command, an Integral Action based Sliding Mode Control (IA SMC) approach is employed for the nonlinear SUGV.
(c) To reduce the chattering effect in SMC, a atan based strong exponential reaching law is implemented. Then, a comparison between PID-based SMC (PID SMC) and (IA SMC) has been simulated and studied.

The contributions mentioned above have been collected in the following journal publication:

- Mahmood A, Fazal ur Rehman, and Aamer Iqbal Bhatti. "Range Guidance for Subsonic Unpowered Gliding Vehicle using Integral Action based Sliding Mode Control", International Journal of dynamics and control (2023): 1-11. doi.org/10.1007/s40435-023-01229-y


### 1.6 Thesis Structure

- Chapter 2 accounts for the literature review related to range maximization approaches and range guidance and control. Gap analysis is then described to guide the research direction and problem formulation.
- In chapter 3, the 6-DoF model of SUGV has been explained in detail. After explaining the different axis systems, the transition relation from one system to another is also explained. Then, the force equations, moment equations, kinematic equations, and position equations are defined in the wind axis frame of reference. The nonlinear 6-DoF model of SUGV is decoupled into longitudinal and lateral models, and the longitudinal model is selected for further study.
- Chapter 4 is devoted to the description of the range maximization problem of SUGV. A comprehensive explanation of the types of optimization is presented. Then, a dynamic optimization problem is formulated to maximize the range of SUGV. A new formulation of non-uniform CVP is then explained and at the end of the chapter, a comparison between the range maximization outcomes for the uncontrolled gliding flight, uniform CVP, and non-uniform CVP range based on three different cases of nodes is discussed. Moreover, a comparative study between non-uniform CVP and hp-adaptive Gaussian quadrature collocation-based GPOPS tool is also presented.
- In chapter 5 , a range guidance approach is developed for the desired range based on dispersion points and angle of attack and then, the IA SMC controller is employed to track the range guidance signal. To verify the superiority of the IA SMC controller through simulation, it is compared with the PID SMC controller in two different cases, and numerical analysis is also performed at the end of this chapter.
- Finally, in chapter 6 , the thesis is summarized and future recommendations are made.


## Chapter 2

## Literature Review

For vehicles such as airplanes, missiles, bombs, gliders, or ground-launched artillery, there is always a gap in terms of optimal fuel consumption, optimal utilization of stored energy, optimal endurance, optimal path following, avoiding no-fly zones, optimal guidance, optimal terminal guidance, and optimal glide range. Extending the glide range of aero vehicles is an ambitious and challenging task.

This chapter deals with a comprehensive survey of range maximization of unpowered gliding vehicles by considering various approaches that contribute to increasing gliding range. Maximum endurance, the geometric configuration of the aerodynamic surfaces and fuselage, and types of the cost function are various approaches studied to maximize the gliding range.

Further, a literature survey is conducted based on optimization methods and then on range guidance and control approaches. Then, based on the observations from the literature survey, a gap analysis is presented that describes the research direction and formulation of the research problem.

The structure of this chapter is as follows: section 2.1 illustrates the optimal range approaches based on a performance measure, endurance, and optimal geometric configuration of aerodynamic surfaces. Section 2.2 presents a survey based on optimization methods for range maximization. A range guidance and control survey for the UGV range is given in section 2.3. The analysis of the gap in range
extension is investigated in section 2.4 and finally, a summary of this chapter is presented in the last section 2.6.

### 2.1 Optimal Range Approaches for UGV

As mentioned in the previous chapter UGVs have no source of power so improving the range is an interesting and complex task. While optimal strategies are classified into indirect and direct methods [26], and UGV range trajectory is optimized by applying one of these methods using performance measures such as maximum glide range [27], maximum endurance [28], maximum horizontal range [29], or maximum glide ratio [30].

While path constraints such as load factor to achieve wing-level steady gliding flight, dynamic pressure to avoid structural damage, and heating flux to avoid melting damage are often used to optimize glide trajectory, and some terminal constraints are also imposed to achieve stopping goals such as target engagement and velocity impact.

### 2.1.1 Glide Range or Horizontal Range Approach

The glide range or horizontal range is used as a performance index for maximizing the range. The range is one of the most important tactical indicators, and many missions require a long final range as well as an end time to be determined. Lena et al. [31] maximized the range of a guided bomb by considering the horizontal range as a cost function as well as the free final time by applying the Homotopy method.

In [32], the range maximization problem is solved by dynamic programming using the horizontal range as a performance index. A numerical approach using the second-order gradient method and the single-perturbation method for the initial conditions of an unpowered gliding vehicle is exerted to compute the optimal range problem in [27, 33, 34]. Qiu et al. [35] addressed the problem of the partial

GV's maximum downrange by considering the booster-separated gliding vehicle. By considering the Legendre-Gauss-Radau collocation points, the nonlinear optimization issue was converted into a nonlinear programming problem. Then, to optimize the downrange, a pseudospectral technique with adaptive mesh refinement was used.

Zhang et al. [24] released an investigation of the maximum gliding range based on the flight path angle for SUGVs. They also established an inverse relationship between the lift/drag ratio and dynamic pressure to calculate the optimum lift/drag ratio responsible for the maximum glide range. To optimize the gliding trajectory of a gun-launched unpowered gliding weapon, the hp-adaptive pseudospectral technique, a trajectory optimization approach, was studied in [36].

Using the Radau pseudospectral approach, Yuan et al. [37] explored the maximum glide range of a glide-guided bomb. In this work, the principle of covector mapping is applied to compute the optimal gliding trajectory. Yang et al. [38] assessed an optimal glide scheme in a maximum range manner (Mayer form of horizontal range) using the Adaptive Radau Pseudospectral method in the GPOPS tool applied to a point mass model of an airdropped mine. Wang [39] focused on the optimal design for gliding trajectory with maximum L/D ratio. The trajectory in the presence of a maximum $\mathrm{L} / \mathrm{D}$ ratio is shown as a parameter optimization problem and solved by the direct shooting method.

Yu et al. [40] addressed the problem of oscillations in the glide phase reducing the optimal glide range. The authors proposed a suppression scheme based on feedback control to control the glide range. If the total loss of thrust occurs during flight, a powered aircraft converts to a glider, which can use kinetic and potential energy only. For this reason, an optimal approach is needed for enhancing the glide range in cases of the total loss of thrust.

Shapira et al. [41] introduced the singular perturbation theory to optimize the range by taking timescale separation and dynamic effects into consideration. They also used a dichotomic basis method to build an indirect solution for optimum control over two timescales. Considering an engine failure scenario, Feng et al.
[42] paid attention to increasing the gliding range as well as endurance through the FALCON tool. Ben Asher et al. [29] put into action a pseudo-spectral technique based on GPOPS and DIDO tools to optimize the glide range trajectory taking into account the effects of initial condition variation on the engine cutoff scenario.

Segal et al. [43] released a glide range maximization algorithm for engine-out aircraft that ensured a constant heading and velocity during descent flight. They also developed a relationship for the maximum glide speed that depends on the speed of the aircraft in the presence of still air.

### 2.1.2 Endurance Approach

Endurance means how much time the gliding vehicle uses to perform gliding flights or stay in the air, and it also participates in maximizing the standoff distance of the gliding vehicle. In [44], the authors adopted a control parameterization method to solve the maximum endurance problem. Walton [28] borrowed a simplified model of a ground launch gliding vehicle to maximize endurance, providing a comparison of two different numerical approaches to the endurance problem and the maximum range of a gliding vehicle. Vinh et al. [45, 46] presented an optimal endurance solution to obtain the stand-off distance between the aircraft and the target through Pontryagin's principle. The authors also applied a point mass model with bank angle as the control variable with maximum load factor and maximum lift coefficients as constraints. The main objective of these investigations is to study the effect of release point on stand-off distance and endurance. In [47], the perturbations in the initial conditions are investigated employing analytical solutions to examine the effect of tolerance on the gliding range.

### 2.1.3 Aerodynamic Surfaces Configuration Approach

The main objectives of the aero configuration are first to create an aero configuration with a high L/D ratio to maximize range and second to develop controllability and stability characteristics resulting in steady gliding flight. Precise geometry in
the configuration of wings, tails, and fins also helps to increase stand-off distance. Furthermore, an unpowered aerodynamic model is designed for maximum glide range using empirical and non-empirical methodologies.

Elsherbiny et al. [23, 48] published a solution for optimal aerodynamic lifting surfaces to extend gliding range using a hybrid optimization algorithm integrated with missile DATCOM. In [49], a particle swarm optimization approach is used in conjunction with missile DATCOM to optimize the shape, fin size, and position of the control surfaces for a given projectile's gliding range.

In [50], a range extension of gliding indirect munition is optimized by lifting surfaces resulting in optimal L/D ratio and trim angles. In [51], the geometry of the actuators and flight dynamics have been optimized to evaluate the long range of the guided projectile.

In [52], to improve the range of the guided bomb, two different scenarios of the tail cross fins stretch out model and fins folded model is executed. Kivaj et al. [53] considered a multidisciplinary conceptual design optimization approach with genetic algorithms focused on optimizing the position of aero surfaces and the geometry of guided projectiles resulting in increased range.

### 2.2 Optimization based Approach

Numerical dynamic optimization is classified into indirect and direct methods. In the indirect method, the optimal problem is transformed into a two-point boundary value problem and then solved using a variational calculus approach.

In the direct method, the optimization problem is discretized and then converted to a nonlinear programming approach [54] and a detailed classification is presented in Chapter 4.

In this section, the range of UGVs based on indirect and direct methods is presented.

### 2.2.1 Indirect Method

A homotopy scheme (already found a gliding trajectory based on the optimal L/D ratio for comparison), has been employed to compare with the outcome of maximum principle to obtain maximum gliding range in [31]. Kim et al. [55] studied the effects of fin deployment and autopilot delay on achieving the maximum range, and the authors developed a two-stage Hamiltonian function to solve a variational calculus problem.

In [27, 33], to study the effect of initial altitude and velocity on the range maximization problem, a two-point boundary value problem is formulated and then the necessary conditions are calculated individually by the second-order gradient method, and the singular perturbation method.

Vinh et al. [45] obtained the optimal subsonic gliding flight solution of an unpowered gliding vehicle in a horizontal plane by applying Pontryagin's principle. In some optimization problems, the optimal control during the formulation procedure faces a singular arc (Hamiltonian depends on the control in a linear manner) problem.

Rivas et al. [56] studied the maximum glide range problem by considering the singular arc problem. Burich et al. [57] published a new concept to overcome the drawback of the indirect method in which the initial conditions of the co-states introduce complexity and insensitivity. They transform the range maximization problem into a direct form, and an indirect approach is then considered to obtain the maximum glide range.

### 2.2.2 Direct Method

The direct method is further classified into control vector and combined state and control vector discretization [54]. A study on range maximization based on quasiequilibrium glide condition is carried out, and also the effect of the increasing number of nodes on the maximum range is investigated in [58]. Jiao et al. [32]
solve the maximum range problem using a direct method in which they transform the control vector into cubic polynomials to avoid discontinuities. Feng et al. [42] used the FALCON tool to obtain the optimal gliding trajectory. This tool transforms the optimization problem into nonlinear programming and then uses the primal-dual interior point algorithm with a filter line search method.

Guo et al. [36] chose the Hp-Adaptive Pseudospectral Method to maximize the gliding range in which the optimal control problem is modeled as a nonlinear programming problem by parameterizing the state and control using global polynomials (Chebyshev or Lagrange polynomials), and collocating the differential equations using nodes obtained from a Gaussian distribution. Yan-bo et al. [37] performed glide trajectory optimization by incorporating the Radau Pseudo-spectral Method, a global collocation method based on Chebyshev polynomials.

In [59], a Chebyshev Pseudospectral Method is utilized to perform the glide trajectory optimization in a windy environment. Qui et al. [35] performed the optimization to achieve maximum range and employed the Legendre-Gauss-Radau collocation approach to transforming the infinite-dimensional problem into the finite problem, and adaptive mesh refinement pseudospectral method is then used to optimize the control vector intervals. In [24], a GPOPS tool that solves dynamic optimality problems by the hp-adaptive pseudospectral method is used to obtain the maximum range of SUGV.

Yang et al. [38] optimized an optimal glide scheme of an airdropped mine in a maximum range manner using the Adaptive Radau Pseudospectral method through the GPOPS tool. A Control Vector Parameterization (CVP) method based on a Gaussian distribution of time nodes is applied in [60], and then the downrange is optimized based on the resulting CVP.

The range maximization problem is also related to the time maximization problem because there is no estimate of the terminal time when the unpowered gliding vehicle will complete its gliding flight. So to overcome this problem, Zang et al. [24] put into action an enhancing parametrization method, and in this method, the time scale is converted to a specific scale that ranges from zero to one, and
then a CVP approach is utilized to achieve the maximum glide range. Teo et al. [61] solve the problem of maximizing the range of a gun-launched projectile, and to solve this problem, they transformed the infinite-dimensional problem into a finite-dimensional problem through CVP.

Liu et al. [62] developed a constraint handling approach for a hypersonic gliding vehicle, and then the authors employed a classical control vector parametrization approach to optimize the maximum downrange of the gliding vehicle. In [39], a control parametrization with a multiple shooting approach is considered to optimize the gliding range of an unpowered gliding vehicle.

Liu [63] employed an adaptive control arc length based trajectory optimization methodology that combines the CVP method with a Gauss time grid distribution and an adaptive time grid refinement procedure to increase the downrange performance of a hypersonic GV after the re-entry phase.

To increase the hypersonic UGV range, Hui et al. [64] combined the conventional CVP approach with an improved sparrow search algorithm and a time-scaling approach. They also used the golden sine update strategy, and tent chaotic sequence mapping to obtain the initial guess efficiency and optimality.

### 2.3 Range Guidance and Control

Offline optimization means solving as much of the problem as possible on the computer and then using the best results to track through the appropriate controller. In the glide phase of a hypersonic vehicle, the glide path angle $\gamma^{*}$ at $(L / D)_{\max }$ in the quasi-steady equilibrium condition is named the commanded glide path angle and it is derived by assuming that dynamic pressure during flight remains constant.

A feedback controller for the $\alpha^{*}$ and $\gamma^{*}$ is represented as [65]

$$
\begin{equation*}
\alpha=\alpha^{*}-\mathcal{K}_{\gamma}\left(\gamma-\gamma^{*}\right) \tag{2.1}
\end{equation*}
$$

where the angle of attack is $\alpha^{*}$ at $(L / D)_{\max }$ and this guidance law is mostly employed in the hypersonic range guidance [24, 40, 58]. A dynamic pressure tracking guidance scheme for a hypersonic vehicle is studied in [66]. The main goal of this study is to reproduce the offline optimal trajectory in real-time and the authors extended the concept of a feedback controller (2.1) suitable for adjusting the dynamic pressure since the dynamic pressure becomes an important factor, especially for hypersonic gliding vehicles. In [51], a quasi-equilibrium glide condition in a predictor-corrector guidance algorithm is applied to eliminate the phugoid oscillations during mid-course guidance, and an altitude-based acceleration law is developed to extend the gliding range.


Figure 2.1: Optimal dynamic pressure tracking [66].

Fok et al. [67] designed a dynamic pressure based feedback controller and the main objective of this controller is to maintain the desired dynamic pressure set point to increase the gliding range. Feng et al. [42] developed an optimal range guidance model based on a $\mathcal{L}_{1}$ adaptive altitude controller, and then the offline computed optimal glide trajectory is exerted to track the altitude. Mir et al. [68] designed a feedback control scheme, computed the trim profile with constant dynamic pressure, and then used a gain-scheduled LQR controller to obtain the SUGV gliding range.

Phillips et al. [69] developed an optimal guidance rule for a gun-launched subsonic gliding vehicle that ensures maximum glide range and maximum flight time based on a time-to-go strategy, and then the model predictive control scheme is applied to control the gliding flight and ensuring the terminal guidance. Intelligent technologies grouped under the banner of artificial intelligence have begun to demonstrate promising outcomes in the optimization sector.

In [70], a neural network-based optimal glide control approach is developed which ensures maximum glide range during engine off scenario. Reinforcement learning (RL) is the process of learning based on trials and improving the choice of actions (control input) to maximize the cumulative reward (cost function). To determine the best strategy that maximizes the cumulative reward from interactions with the environment (maybe a dynamical system), the agent (controller) updates the policy (control law) for each time step on behalf of the observations (trajectories) and reward, and Fig.2.2 shows the implementation of RL.


Figure 2.2: Implementation of RL.

Din et al. [71-74] exerted the RL approach to achieve the maximum range of subsonic UAV by modifying the RL algorithms such as DDPG, TRPO, PPO, and MRL.

### 2.4 Gap Analysis

Much of the research on extending glide range has been concerned with hypersonic UGVs. On the other hand, SUGVs have limited research on glide range extension and do not have to face the glide range maximization problems of hypersonic

UGVs, as their structure, fuselage, and control surfaces are designed to operate in the subsonic spectrum.

When the SUGV achieves the desired dispersion points and is released from the carrier platform, the horizontal component of the drag force is less than or equal to the horizontal component of the airspeed. At the same time, the vertical component of the lift force is larger than the vertical component of the drag force which adds more altitude to the initial altitude and this increase may lead to the collision of the SUGV with the carrier platform. After gaining some altitude, the vertical component of the drag force becomes greater than the vertical component of the lift force, and at the same time, the horizontal component of the drag force becomes greater than the horizontal component of airspeed, thus the SUGV goes nose down. This is unstable glide phase, and is repeated until the SUGV enters the stable glide phase. An unstable glide phase causes a reduction in glide range because mechanically stored energy is mostly consumed in this phase to stabilize the gliding flight, and to overcome this, constraint on airspeed and load factor as control variable are used to maximize the glide range in [75] but this approach could not completely stabilize this phase. A stable glide phase is ensured by the pitching moment inherent to the SUGV's fuselage through the control surfaces and geometric configuration. Consequently, handling of unstable glide phase requires dealing with the short period mode (fast states in longitudinal mode) as fast pitching moment stabilization can be obtained from the pitch rate and nose alignment can be obtained from the angle of attack. So by imposing constraints on load factor and short period mode, damped and steady gliding flight can be achieved that eliminates the unstable glide phase and increases the gliding range or horizontal range.

A closed-loop range guidance scheme is another approach by which the intended glide range or horizontal range of the SUGV can be achieved. In this approach, the controller ensures the states of the SUGV to track the range guidance command and this controller can be an intelligent controller or a linear/nonlinear controller. Intelligent controllers such as RL controller [71-74] are used to achieve the glide range of SUGV but the performance of RL controller depends on the design of
the reward function which behaves as an optimal function. The control scheme presented in [68] is based on a constant pressure-based trim profile which is further considered to linearize the SUGV model and employ a closed-loop approach to stabilize the states and such that the SUGV performs gliding flight based on constant pressure. During steady glide flight, the SUGV tries to maintain a constant glide path angle, which means that the ratio of height decrease to horizontal distance increase remains constant. A range guidance scheme based on dispersion points and angle of attack can be designed to achieve the desired horizontal range through a closed-loop approach by selecting the appropriate controller. The dispersion points are responsible for the glide path angle with respect to the intended horizontal range in this range guidance.

### 2.5 Problem Statement

As discussed in section 2.4, an unstable glide phase can cause a collision of SUGV with the release platform and a reduction in glide range. Furthermore, the development of range guidance to achieve the required horizontal range through a closed-loop scheme. Thus, the main objective of this research work is twofold:

1. Formulate an optimization problem capable of handling unstable gliding flight as well as maximizing the gliding range. Additionally impose a short period mode constraint and load factor constraint to achieve steady gliding flight.
2. Develop range guidance based on the dispersion points and angle of attack to achieve the intended horizontal range of the SUGV through a suitable nonlinear controller in the presence of nominal environment.

### 2.6 Summary

In this chapter, a detailed literature review on the range extension of unpowered gliding vehicles is presented. After presenting the literature survey, the research direction is extracted from the gap analysis. According to the survey, there is a need to mitigate the instability in the early phase of the glide trajectory, and via this range may be expanded, and it is also observed that the most optimal trajectory tracking-based feedback control schemes are developed. Consequently, there is a need to develop an intended range-based closed-loop control scheme that is easy to implement and eliminates instability problems.

In the next chapter, the system description about SUGV is presented.

## Chapter 3

## System Description

This chapter begins by discussing the axis systems used in deriving the equations of motion for an Unpowered Gliding Vehicle (UGV). The equations of motion for a rigid UGV are then derived from Newton's second law. Following that, kinematic equations and position equations are reviewed and incorporated into the equations of motion to construct a complete set of nonlinear UGV dynamic equations. Eventually, the longitudinal dynamic model is stated in terms of the UGV's states and physical properties.

Section 3.1 describes the different axis systems necessary to construct the UGV dynamic model. Section 3.2 covers the UGV 6-DoF model. Section 3.3 presents the longitudinal dynamic equations of the UGV, while Section 3.4 provides a summary of this chapter.

### 3.1 Introduction

While studying the motion of any aero-vehicle, its stability needs to be thoroughly investigated, and a complete study of the aero-vehicle can be done by analyzing its stability. The major themes of the study are how effectively an aero-vehicle can fly and how it can be steered. The capacity of an object to recover to its equilibrium state after being disrupted is referred to as stability. Static and dynamic stability
are two aspects of aero-vehicle stability. The reluctance of an aero-vehicle to return to an equilibrium condition in the face of disruption is referred to as static stability. If time is involved in the stability, the stability is transformed into dynamic stability. When the motion of an aero-vehicle after being perturbed diminishes over time and attains an equilibrium state known as dynamic stability. In addition to static stability, an aero-vehicle must be dynamically stable. The stability factor is critical in understanding the dynamic properties of an aerovehicle and devising controls. The flying qualities of any aero-vehicle depend on the performance of the controller and the opinion of the pilot. It is therefore important to understand the relationship between flight characteristics with the equations of motion of any aero-vehicle. Additionally, before formulating the equations of motion for an aero-vehicle, it is crucial to have a basic understanding of the various frames of reference and coordinate systems. The need for suitable coordinate systems arises when the position and velocity of the aero-vehicle with respect to the ground are to be navigated and when the position and velocity with respect to the environment are required for the performance of the aero-vehicle.

### 3.1.1 Coordinate Systems

To construct the 6-DoF equations of motion, it is critical to ensure that all necessary information is required in the relevant axis system. The static aero coefficient data is usually obtained in the body axis whereas the dynamic aero coefficient data is obtained in the stability axis. Furthermore, the orientation on which the 6 -DoF model is based differs from the orientation on the ground. So for these reasons, the coordinate transformation is required.

In physics, a frame of reference refers to a coordinate system or set of axes within which the position, orientation, and other properties of object can be measured, or it can refer to an observational frame that describes the state of motion of an observer. It can refer to both an observational reference frame and its associated coordinate system as a single unit. Also, all coordinate systems have the common property of being right-handed and orthogonal.

### 3.1.1.1 Inertial Axis

A frame of reference in which an object moves along a straight path with a constant velocity while not being acted upon by forces is called an inertial frame of reference (Galilean frame of reference).


Figure 3.1: Inertial frame of reference

Consequently, an object accelerates concerning an inertial frame only when a physical force, either external or internal, is applied, and the object then continues to move according to Newton's first law of motion. Newton's first law asserts that unless forced to alter its condition by the action of an external force, an object will stay at rest or in uniform motion in a straight line.

So, all inertial frames are moving in a constant, rectilinear motion with regard to one another and are not accelerating. For the inertial frame, the Earth is assumed to be non-rotating and flat because the range of flight is small and the angular rotation of the Earth is smaller than the normal angular rotation of an aero-vehicle.

An inertial axis system with the origin at a convenient point on the Earth's surface, $F_{I}\left(O X_{e} Y_{e} Z_{e}\right)$, is chosen and shown in Fig. 3.1. The axis system is right-handed with the positive $Z_{e}$ pointing towards the center of the earth. $X_{e}$ is perpendicular to $Z_{e}$ and is positive to the north, and $Y_{e}$ is perpendicular to the $X_{e} Z_{e}$-plane and is positive to the east.

### 3.1.1.2 Body Axis

A frame of reference relative to the structure of the body is known as the body axis. In this axis system, the origin fixes (center of gravity) with respect to the body but the axes are free to rotate and It is a right handed reference frame. Body axis system is important for describing the dynamic equations of an aero-vehicle and is shown in Fig. 3.2. $X_{b}$ axis is in the plane of symmetry of the aero-vehicle and is positive in the forward direction.
$Z_{b}$ axis is also in plane of symmetry and perpendicular to $X_{b}$ axis and positive in downward direction. $Y_{b}$ axis is perpendicular to the $X_{b} Z_{b}$ plane and positive to the right starboard wing. $X_{b}, Y_{b}$, and $Z_{b}$ are also known as the roll axis, pitch axis, and yaw axis, respectively. Since all inertial laws are valid in the inertial frame of reference and to compute the dynamic equations of the aero-vehicle in the body frame of reference, a transformation is necessary to specify the orientation of the body axis system to the inertial axis system.

This is usually accomplished by employing a set of three Euler angles, which define an ordered set of rotations from one axis system to another. This method yields a Direction Cosine Matrix ( $D C M$ ) [76], which can produce equations relating to different flight angles. the rotational sequence is as follows:

$$
\begin{align*}
& T M_{\psi}=\left[\begin{array}{ccc}
C_{\psi} & S_{\psi} & 0 \\
-S_{\psi} & C_{\psi} & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{3.1}\\
& T M_{\theta}=\left[\begin{array}{ccc}
C_{\theta} & 0 & -S_{\theta} \\
0 & 1 & 0 \\
S_{\theta} & 0 & C_{\theta}
\end{array}\right]  \tag{3.2}\\
& T M_{\phi}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & C_{\phi} & S_{\phi} \\
0 & -S_{\phi} & C_{\phi}
\end{array}\right] \tag{3.3}
\end{align*}
$$



Figure 3.2: Body axis
where $S$ and $C$ are subscript of 'sin' and 'cos'. The rotational sequence is encapsulated as

- The right-handed rotation of the $Z_{b}$ axis produces $\psi$.
- In the result of $Z_{b}$ axis rotation, the new $Y_{b}$ axis is obtained, which is then rotated to generate $\theta$
- A new $X_{b}$ axis, in the result of $Y_{b}$ axis rotation, is rotated to obtain $\phi$.

The conversion from inertial to body-fixed reference frame and vice versa is obtained by the following matrix multiplication.

$$
\begin{equation*}
D C M=T M_{\psi} T M_{\theta} T M_{\phi} \tag{3.4}
\end{equation*}
$$

### 3.1.1.3 Stability Axis

It is a unique axis system that is influenced by the angle of attack. The $X_{b}$ of the aero-vehicle is usually not coincident with the relative wind, and this difference creates an angle called the angle of attack $\alpha$. The stability axis system is therefore used to associate $X_{b}$ with the relative wind. Basically, the body axis system is rotated about the $Y_{b}$ to accommodate $\alpha$. Additionally, This is a right-handed system in which $X_{s}$ is aligned with the relative wind in steady flight, $Y_{s}$ identical
to $Y_{b}$, and $Z_{s}$ is perpendicular to the $X_{s} Y_{b}$ plan. It is important to keep in mind that if $\alpha$ is zero then this is a real body-axis system.

A pictorial illustration of the stability axis system is shown in Fig. 3.3. The relation of the change of the stability axis to a body axis is also expressed in this way.

$$
\left[\begin{array}{c}
X_{s}  \tag{3.5}\\
Y_{s} \\
Z_{s}
\end{array}\right]=\left[\begin{array}{ccc}
C_{\alpha} & 0 & S_{\alpha} \\
0 & 1 & 0 \\
-S_{\alpha} & 0 & C_{\alpha}
\end{array}\right]\left[\begin{array}{c}
X_{b} \\
Y_{b} \\
Z_{b}
\end{array}\right]
$$



Figure 3.3: Stability axis

### 3.1.1.4 Wind Axis

The wind axis system is significant in determining the aero coefficients and aero forces, and it is also affected by the sideslip angle. The angle difference between the relative wind and the plane of symmetry of an aero-vehicle is known as sideslip angle $\beta$, and it is positive when the relative wind is from the right side of the plane of symmetry.
$\beta$ is measured in the wind axis, although $Z_{w}$ stays the same as $Z_{s} . X_{w}$ is along the relative wind and $Y_{w}$ is chosen in such a way to follow a right-hand rotation trend. $Z_{w}$ is rotated around the symmetry plane to accommodate $\beta$. It is worth mentioning that when $\beta$ is zero, the wind axis and stability axis coincide. Only
in this situation, $Y_{w}$ coincident with $Y_{s}$ and $Y_{b}$, is normal to the $X_{b} Z_{b}$. Fig. 3.4 depicts a graphical representation of the wind axis system. A stability axis to wind axis and a body axis to wind axis change are also expressed in this way

$$
\begin{gather*}
{\left[\begin{array}{c}
X_{w} \\
Y_{w} \\
Z_{w}
\end{array}\right]=\left[\begin{array}{ccc}
C_{\beta} & S_{\beta} & 0 \\
-S_{\beta} & C_{\beta} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
X_{s} \\
Y_{s} \\
Z_{s}
\end{array}\right]}  \tag{3.6}\\
{\left[\begin{array}{l}
X_{w} \\
Y_{w} \\
Z_{w}
\end{array}\right]=\left[\begin{array}{ccc}
C_{\alpha} C_{\beta} & S_{\beta} & S_{\alpha} C_{\beta} \\
-C_{\alpha} S_{\beta} & C_{\beta} & -S_{\alpha} S_{\beta} \\
-S_{\alpha} & 0 & C_{\alpha}
\end{array}\right]\left[\begin{array}{c}
X_{b} \\
Y_{b} \\
Z_{b}
\end{array}\right]} \tag{3.7}
\end{gather*}
$$

The transformation of the body axis to the wind axis is outlined as:

- A right-handed rotation about the $Y_{b}$ axis, to align $X_{b}$ with the relative wind, resulting in a stability axis.
- A right-handed rotation about the new $Z_{s}$ axis to match the symmetry plane with the relative wind yields the wind axis.


### 3.2 Construction of Equations of Motion

After defining the various axis systems and transformation relationships, the equations of motion for the SUGV can be derived from Newton's second law of motion. The sum of all external forces acting on a body must be equal to the time rate of change of its linear momentum, and the sum of all external moments must be equal to the time rate of change of its angular momentum, as stated by Newton's second law of motion, where the time rate of change is with respect to the inertial space. During a frame of reference shift, the rate of change of the vector varies when viewed from the reference axis system.

When two or more axis systems rotate relative to each other, the Coriolis equation needs. So the Coriolis equation is defined as the motion of an object $P$ as seen


Figure 3.4: Wind axis
from a frame of reference $A$ is equal to its motion as seen from a moving frame of reference $B$, plus the motion resulting from the relative angular velocity of the moving frame with respect to the reference frame [77].

So the statement of Coriolis equation can be written as

$$
\begin{equation*}
\dot{R}_{B}=\dot{R}_{A}+\omega_{A} \times R_{A} \tag{3.8}
\end{equation*}
$$

where $\dot{R}_{A}$ is the velocity vector as seen from the moving frame and $\dot{R}_{B}$ is the moving reference frame.

### 3.2.1 Force Equations

Newton's second law for linear motion is written as

$$
\begin{equation*}
\left.\frac{d}{d t}(m v)\right|_{I}=\sum F \tag{3.9}
\end{equation*}
$$

where $m$ is the constant mass and Earth is the inertial frame of reference. $v$ and $F$ are the vectors of velocity and acting forces, respectively. After using the Coriolis equation (3.8) and applying the transformation from the body to the wind axis (3.7), a general force equation relationship is given as

$$
\begin{equation*}
\dot{u}_{w}+\omega_{w} \times u_{w}=\frac{F_{w}}{m} \tag{3.10}
\end{equation*}
$$

where $u_{w}$ and $\omega_{w}$ are the linear velocity and angular velocity components in the wind axis along the $X_{w}, Y_{w}$ and $Z_{w}$ axes, respectively.
$F_{w}$ is the sum of the aerodynamic forces and gravity forces in the wind axis along the $X, Y$ and $Z$ axes, respectively. So after solving (3.10) by complex calculations, the force equations in the wind axis for SUGV are written as follows.

$$
\begin{gather*}
\dot{V}=-\frac{D}{m}+F_{w}^{g x}  \tag{3.11}\\
\dot{\beta}=\frac{Y}{m V}-R+\frac{F_{w}^{g y}}{V}  \tag{3.12}\\
\dot{\alpha}=-\frac{L}{m V C_{\beta}}+\frac{Q}{C_{\beta}}+\frac{F_{w}^{g z}}{V C_{\beta}} \tag{3.13}
\end{gather*}
$$

where $F_{w}^{g x}, F_{w}^{g y}$ and $F_{w}^{g z}$ are expressed as

$$
\begin{align*}
& F_{w}^{g x}=g *\left(S_{\beta} S_{\phi} C_{\theta}-C_{\alpha} C_{\beta} S_{\theta}+S_{\alpha} C_{\beta} C_{\phi} C_{\theta}\right) \\
& F_{w}^{g y}=g *\left(C_{\alpha} S_{\beta} S_{\theta}+C_{\beta} S_{\phi} C_{\theta}-S_{\alpha} S_{\beta} C_{\phi} C_{\theta}\right)  \tag{3.14}\\
& F_{w}^{g z}=g *\left(S_{\alpha} S_{\theta}+C_{\alpha} C_{\phi} C_{\theta}\right)
\end{align*}
$$

States of force equations, aerodynamic forces, and gravitational forces are all characterized as

- $V$ is the airspeed, $\beta$ is the sideslip angle along the $Y_{w}$ axis, and $\alpha$ is the angle of attack along the $Z_{w}$ axis.
- $D$ is the drag force along the $X_{w}$ axis, $Y$ is the side force along the $Y_{w}$ axis and $L$ is the lift along the $Z_{w}$ axis.
- Gravitational forces $\left(F_{w}^{g x}, F_{w}^{g y}, F_{w}^{g z}\right)$ are in the wind axis.


### 3.2.2 Moment Equations

For angular motion, Newton's second law is stated as follows.

$$
\begin{equation*}
\left.\frac{d}{d t}(H)\right|_{I}=\sum M_{A} \tag{3.15}
\end{equation*}
$$

where $H$ is the angular momentum of the SUGV defined as $H=I_{B} * \omega_{B}$ and $I_{B}$ is the moment of inertia of the SUGV about the body axis. In our case, the SUGV is assumed to be symmetric about the $X_{b} Z_{b}$ plane then the products of inertia, $I_{x y}$, and $I_{y z}$ are zero.

$$
I_{B}=\left[\begin{array}{lll}
I_{x x} & I_{x y} & I_{x z}  \tag{3.16}\\
I_{x y} & I_{y y} & I_{y z} \\
I_{x z} & I_{y z} & I_{z z}
\end{array}\right]
$$

So after employing the Coriolis equation (3.8), the moment equations along the $X, Y$ and $Z$ axes are written as

$$
\begin{gather*}
\wp \dot{P}=I_{z z} l+I_{x z} N+P Q I_{x z}\left(I_{x x}-I_{y y}+I_{z z}\right)-Q R\left(I_{x z}^{2}+I_{z z}^{2}-I_{y y} I_{z z}\right)  \tag{3.17}\\
I_{y y} \dot{Q}=M+P R\left(I_{z z}-I_{x x}\right)-I_{x z}\left(P^{2}-R^{2}\right)  \tag{3.18}\\
\wp \dot{R}=I_{x z} l+I_{x x} N-Q R I_{x z}\left(I_{x x}-I_{y y}+I_{z z}\right)-P Q\left(I_{x z}^{2}+I_{x x}^{2}-I_{x x} I_{y y}\right) \tag{3.19}
\end{gather*}
$$

where $\wp$ is $\left(I_{x x} I_{z z}-I_{x z}^{2}\right)$, and It is worth noting that all gravitational moments are zero because the force of gravity acts on the CG of the SUGV.

The angular rates and moments are itemized as follows

- $P, Q$ and $R$ are the rolling rate along the $X_{b}$ axis, the pitch rate along the $Y_{b}$ axis and the yaw rate along the $Z_{b}$ axis, respectively.
- $l, M$ and $N$ are the rolling moment along the $X_{b}$ axis, the pitch moment along the $Y_{b}$ axis and the yaw moment along the $Z_{b}$ axis, respectively.
- All gravitational moments $\left(l_{g}, M_{g}, N_{g}\right)$ are zero.


### 3.2.3 Kinematic Equations

The equations of motion are derived in the moving body axis system. But unfortunately, the orientation of the SUGV is represented in the fixed body axis system. So to relate the angular velocities to the axes of a fixed body, a relation
is written in terms of the Euler angular rates as follows

$$
\begin{gather*}
\dot{\phi}=P+Q S_{\phi} T_{\theta}+R C_{\phi} T_{\theta}  \tag{3.20}\\
\dot{\theta}=Q C_{\phi}-R S_{\phi}  \tag{3.21}\\
\dot{\psi}=Q \frac{S_{\phi}}{C_{\theta}}+R \frac{C_{\phi}}{C_{\theta}} \tag{3.22}
\end{gather*}
$$

where $T$ is the subscript of 'tan' and the Euler angles are defined as

- $\phi$ is a roll angle along the $X_{b}$ axis.
- $\theta$ is a pitch angle along the $Y_{b}$ axis.
- $\psi$ is a yaw angle along the $Z_{b}$ axis.


### 3.2.4 Position Equations

The equation of the position of SUGV in the wind axis system are described as follows

$$
\begin{gather*}
\dot{P}_{N}=V\left(C_{\alpha} C_{\beta} C_{\theta} C_{\psi}+S_{\beta}\left(C_{\psi} S_{\theta} S_{\phi}-S_{\psi} C_{\phi}\right)+S_{\alpha} C_{\beta}\left(C_{\psi} S_{\theta} C_{\phi}+S_{\psi} S_{\phi}\right)\right)  \tag{3.23}\\
\dot{P}_{E}=V\left(C_{\alpha} C_{\beta} C_{\theta} S_{\psi}+S_{\beta}\left(S_{\psi} S_{\theta} S_{\phi}+C_{\psi} C_{\phi}\right)+S_{\alpha} C_{\beta}\left(S_{\psi} S_{\theta} C_{\phi}-C_{\psi} S_{\phi}\right)\right)  \tag{3.24}\\
\dot{h}=V\left(C_{\alpha} C_{\beta} S_{\theta}-S_{\beta} C_{\theta} S_{\phi}-S_{\alpha} C_{\beta} C_{\theta} C_{\phi}\right) \tag{3.25}
\end{gather*}
$$

The states of the position equation are summarized as follows

- $P_{N}$ represents the horizontal distance, also known as the range.
- $P_{E}$ represents latitude, commonly known as side distance.
- $P_{N}$ denotes the vertical distance or height measured up to ground level.


### 3.3 Longitudinal Equations of Motion

To compute control derivatives and stability derivatives, each aero-vehicle is split into four aerodynamic surfaces: wings, tailplane, fin, and fuselage. Any aerovehicle's aerodynamic study is separated into two parts: symmetric flow (longitudinal) analysis and asymmetric flow (lateral) analysis. Because of the symmetric plan, the lateral motion during longitudinal motion is assumed to be zero. During lateral motion, there remains an opportunity for aerodynamic interfaces between the various surfaces of the aero-vehicle.


Figure 3.5: Longitudinal model

This means that all aerodynamic coefficients have some effect. However, the effects of the lateral coefficients are smaller than the longitudinal ones and hence can be assumed zero [15]. These assumptions lead to an aerodynamic analysis to the dynamics into a longitudinal and lateral aerodynamic dynamics.

Since the model of 3-DoF motion in longitudinal is significantly simpler than the model of 6 - DoF motion and it is also useful to explore the equations of motion under wings-level steady-state flight conditions. Figure 3.5 depicts a longitudinal model with aero forces and pitching moment during unpowered gliding flight based on the preceding discussion. The following is an explanation of the longitudinal dynamical model of SUGV.

$$
\begin{equation*}
m \dot{V}=-D-W\left(S_{\theta} C_{\alpha}-C_{\theta} S_{\alpha}\right) \tag{3.26}
\end{equation*}
$$

$$
\begin{gather*}
m \dot{\alpha}=-\frac{L}{V}+\frac{W}{V}\left(C_{\theta} C_{\alpha}+S_{\theta} S_{\alpha}\right)+m Q  \tag{3.27}\\
\dot{Q}=\frac{M}{I_{y}}  \tag{3.28}\\
\dot{\theta}=Q  \tag{3.29}\\
\dot{R}=V\left(C_{\theta} C_{\alpha}+S_{\theta} S_{\alpha}\right)  \tag{3.30}\\
\dot{h}=V\left(S_{\theta} C_{\alpha}-C_{\theta} S_{\alpha}\right) \tag{3.31}
\end{gather*}
$$

### 3.3.1 Aerodynamic Forces, Moment and Coefficients

The continuity principle of incompressible flow and the Bernoulli equation are the fundamental building blocks for calculating aerodynamic forces, and these forces are also dependent on dynamic pressure. The lift $L$ and drag $D$ forces are usually calculated in the wind axis, and the pitching moment $M$ is computed in the body axis, and shown as

$$
\begin{align*}
& L=0.5 \rho V^{2} S C_{L} \\
& D=0.5 \rho V^{2} S C_{D}  \tag{3.32}\\
& M=0.5 \rho V^{2} S \bar{C} C_{M}
\end{align*}
$$

where $C_{L}, C_{D}$ and $C_{M}$ are the aerodynamic coefficients, $S$ is the wing surface area, $\bar{C}$ is the aerodynamic chord of the wing, $\rho$ is the air density function of the altitude [15].

$$
\begin{equation*}
\rho=1.222-1.15 e^{-4} h+3.18 e^{-9} h^{2} \tag{3.33}
\end{equation*}
$$

It is important to note that the relation of $\rho$ in (3.33) is valid for 11 km to 0 km altitude. The lifting effect of the fuselage is often neglected because it is usually much smaller than that of the wing.

Although the tailplane's lift effect is frequently insignificant, even when compared to the wing, it is still taken into account in the model analysis because of its profound impact on the pitching moment coefficient. The impact of drag on the tailplane, on the other hand, is ignored since it is minor in comparison to the wing
and fuselage. Airflow parallel to the symmetric plan shows that the fin produces no lift force and its drag force is neglected for the same reason as that of the tailplane. The preceding debate can be summed up as follows.

- Lift force is produced by the wing and tailplane.
- Wing and fuselage produce drag force.

During longitudinal motion, lateral aerodynamic coefficients are assumed to be zero due to the symmetric plan. Additionally, an aero-vehicle typically has a flexible structure and can be damaged by the effects of high dynamic stresses. Therefore, it is important to calculate the aerodynamic coefficients, in practice, as functions of altitude, Mach, and the aerodynamic angles [15].

Deflection of the control surfaces changes the coefficients and consequently changes the camber of the wing, which changes the drag, lift, and pitching moment. A few assumptions are considered before defining the aerodynamic coefficients as follows

- The coefficients are not affected by the zero angle of attack.
- The coefficients are independent of the aerodynamic angle of attack rates.

Then drag $C_{D}$, lift $C_{L}$, and pitching moment $C_{M}$ coefficients are defined as

$$
\begin{align*}
C_{L} & =C_{L_{\alpha}} \alpha+\frac{C_{L_{Q}} Q \bar{C}}{2 V}+C_{L_{\delta_{e}}} \delta_{e} \\
C_{D} & =\frac{C_{L}^{2}}{2 \pi e A R}+C_{D_{\delta_{e}}} \delta_{e}  \tag{3.34}\\
C_{M} & =C_{M_{\alpha}} \alpha+\frac{C_{M_{Q}} Q \bar{C}}{2 V}+C_{M_{\delta_{e}}} \delta_{e}
\end{align*}
$$

where $C_{L_{\delta_{e}}}, C_{D_{\delta_{e}}}$ and $C_{M_{\delta_{e}}}$ stand for the partial derivative of lift, drag, and pitching moment with respect to the elevator deflection $\delta_{e} . C_{L_{\alpha}}$ and $C_{M_{\alpha}}$ point out the partial derivative of lift and pitching moment with respect to $\alpha$, respectively. $C_{L_{Q}}$ and $C_{M_{Q}}$ are the partial derivative of lift and pitching moment with respect to $Q$, respectively. Moreover, $e$ is the Oswald efficiency number, and $A R$ is the aspect ratio of the SUGV.

### 3.4 Summary

In this chapter, the inertial axis system, body axis system, stability axis system and wind axis system with transformation relations are described. A transformation relation between two moving frames of references is also defined, known as the Coriolis equation. Then, a 6-DoF mathematical model, Newton's second law based relation for linear and angular motions, orientation-based equations, and position-based equations are written for gliding vehicle. After that, a decoupled nonlinear longitudinal model for a SUGV with aerodynamic forces and aerodynamic coefficients is presented which is considered for further study.

## Chapter 4

## Trajectory Optimization of SUGV

In many aero gliding vehicles, achieving the maximum gliding range is a challenging task. This chapter describes the maximum range problem of SUGV. When the SUGV starts gliding at the given dispersion points, it eventually strikes the ground after some distance, and height is considered as a stopping constraint in this general condition. To avoid the time-scaling approach for the free time optimal problem, the maximum stoppable time with a stopping constraint is addressed to attain the maximum glide range.

This problem can be chosen as an optimal gliding range problem which can be solved by direct methods. After being released from dispersion points, the SUGV has to face fluctuating gliding flight because of the flight phase transition that causes gliding range reduction.

To achieve a damped and steady gliding flight while maximizing the gliding range, A non-uniform Control Vector Parameterization (CVP) approach is proposed that uses the notion of exponential spacing for the time vector. When compared with the maximum step (uncontrolled flight) input and conventional uniform CVP approach, simulations of the proposed non-uniform CVP approach demonstrate that the SUGV exhibits superior damping and steady gliding flight, with a maximum gliding range. To observe the effect of control nodes by considering the proposed CVP approach, three different cases for range maximization are also illustrated.

The architecture of this chapter is outlined as follows: Introduction to optimization and its types are described in section 4.1. Problem formulation with maximum stoppable time in section 4.2 is narrated. Uniform CVP and proposed non-uniform CVP are explained in section 4.3. The results of three cases are discussed in section 4.4 and a comparative analysis is also elucidated. Finally, section 4.5 sums up the chapter.

### 4.1 Introduction

One of the challenges of engineering is to accomplish tasks optimally with minimum energy and resources. Because of the unpredictable nature of things, the term optimal has a very vague and complex meaning. Controlling sophisticated dynamic systems, such as limiting the miss distance between a gliding weapon and its stationary target, on the other hand, is a difficult challenge. As a result, the method or strategy used to tackle one job is not always appropriate for subsequent ones.

Yet, for a given system or process, an accurate characterization of the needs, available resources, and the physical restrictions on specific capacity (constraints) allows engineers to feel more confident in identifying the best, most advantageous, most helpful, or optimal solution. Practical realization of the optimal solution is the next step that engineers have to accomplish. During implementation, the engineers frequently confront several hurdles that force them to come up with the closest or best solution.

This can be achieved by updating or rejecting some user demands without sacrificing generality. During the entire optimization process, the main objective of the problem is to satisfy a goal function, cost function, target function, performance measure or performance index, and the optimal problem can easily be transformed into a minimal problem and vice versa. In the field of mathematics, the method of solving an optimization problem is called 'programming' and the numerous forms
of programming that are suboptimal regions of optimization vary dependent on the cost function and constraints. Some basic programming approaches are defined as

Linear Programming: It is the process of solving optimization problem involving a linear cost function and linear constraints and is represented as follows:

$$
\begin{gather*}
\mathcal{J}=\min \tilde{\mathcal{P}}^{T} x \\
\text { s.t. } a x=b,  \tag{4.1}\\
\quad x \leq 0
\end{gather*}
$$

where $\mathcal{J}$ is a linear cost function, $\tilde{\mathcal{P}} \in \Re^{m \times n}$ is constant vector and $x \in \Re^{n}$ is the design variable vector, $a \in \Re^{m \times n}$ and $b \in \Re^{m}$. All constraints remain linearly independent. To ensure that all constraints continue to be linearly independent, it is assumed that the matrix $a$ is of full rank.

Quadratic Programming: If in (4.1) the quadratic cost function has linear constraints, the optimization problem is transferred to quadratic programming and is written as follows:

$$
\begin{align*}
& \mathcal{J}=\min 0.5 x^{T} \tilde{\mathcal{P}} x+\tilde{\mathcal{Q}} x+\tilde{\mathcal{R}} \\
& \text { s.t. } a x=b,  \tag{4.2}\\
& \quad x \leq 0
\end{align*}
$$

where $\tilde{\mathcal{P}} \in \Re^{n \times n}$ is a symmetric strictly positive semi-definite matrix, $\tilde{\mathcal{Q}} \in \Re^{n}$, $\tilde{\mathcal{R}} \in \Re$. It is worth noting that a quadratic programming problem is always convex.

If the inequality constraints are convex in nature, this method of programming is known as Quadratically Constrained Quadratic Programming.

### 4.1.1 Classification of Optimization

Before attempting to solve the optimization issue, it is critical to determine the effect of time, which plays a crucial role in categorising the optimization problem
as static or dynamic. The problem is addressed as a dynamic optimization problem if the optimal solution is found in time space.

### 4.1.1.1 Static optimization

The main focus of static optimization is on optimal physical structural design and optimal value measurements. Another concern of static optimization is to control a plant or system at a steady state, which means that the states of the system do not vary with time, and in this case, the system is described by algebraic equations and is solved by ordinary calculus, Lagrange multiplier, linear and nonlinear programming techniques. The outcomes of static optimization are calculated using the search method or optimality criteria method as shown in Fig.4.1.

Optimality criteria are conditions that a function must meet at its minimum point, and optimization methods that assist in finding a solution to satisfy the optimality criteria are sometimes referred to as optimality criteria methods.

The design space for the optimal solution is traversed numerically in search methods, and this search begins with an initial estimate of the optimum design for the problem. If the initial optimum design does not meet the optimality criteria, it is updated iteratively until the optimality criteria are met. To solve the static


Figure 4.1: Classification of static optimization methods.
optimization problem, consider a target function $\mathcal{F}$ of several design variables $x_{1}, \ldots, x_{n}$ under the constraints of the form $\mathcal{G}_{i}\left(x_{1}, \ldots, x_{n}\right)=0, \tilde{\mathcal{G}}_{i}\left(x_{1}, \ldots, x_{n}\right)<0$,
and $\hat{\mathcal{G}}_{i}\left(x_{1}, \ldots, x_{n}\right)>0$ for $i=1, \ldots, \mathrm{~T}$, the Lagrange multiplier approach is particularly useful for solving the static optimum problem. Instead of minimizing the function $\mathcal{F}$ with respect to the independent variables $x_{1}, \ldots, x_{n}$ over the constraints $\mathcal{G}_{i}, \tilde{\mathcal{G}}_{i}$, and $\hat{\mathcal{G}}_{i}$, an augmented function $\mathcal{L}$ with respect to its Lagrange multipliers (the basic idea is to transform a constrained problem in such a way that the derived test for an unconstrained problem can still be applied) is solved.

$$
\begin{equation*}
\mathcal{L}=\mathcal{F}\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{\top} \lambda_{i} \mathcal{G}_{i}+\sum_{i=1}^{\top} \tilde{\lambda}_{i} \tilde{\mathcal{G}}_{i}+\sum_{i=1}^{\top} \hat{\lambda}_{i} \hat{\mathcal{G}}_{i} \tag{4.3}
\end{equation*}
$$

It is wise to note that the value of the Lagrange multiplier for each constraint depends on the functional form for the constraint. According to the notion of Lagrange multipliers, inequality constraints must be turned into equality constraints, and to do this, extra variables in the form of $\leq$ constraints, known as slack variables, are introduced.

Since the values of slack variables at the feasible point is either negative or zero. For inequality constraints of the form $\geq$, variables are introduced and referred to as surplus variables having a value of either positive or zero at the feasible point. Slack and surplus variables, known as synthetic variables, behave as additional unknowns that must be determined as a part of the solution to the optimization problem.

At the optimum point, if the slack $S_{l}$ or surplus $S_{p}$ variable is positive, the corresponding constraint is inactive and if $S_{l}$ or $S_{p}$ is zero, the constraint is active. It is worth mentioning that synthetic variables will be treated as a quadratic term if a numerical technique is employed otherwise variables will not use the quadratic term for linear programming to avoid nonlinearity.

The necessary conditions for a stable optimization problem with equality and inequality constraints written in standard form are commonly known as the "FritzJohn" or "Karush-Kuhn-Tucker" (KKT) conditions [78].

KKT Optimality Conditions are summarised as follows:
Let $x^{*}$ be a regular point of the feasible set that is a local minimum for $\mathcal{F}(x)$,
subject to $\mathcal{G}_{i}(x)=0 ; i=1$ to $a ; \tilde{\mathcal{G}}_{j}(x) \leq 0 ; j=1$ to $b ; \hat{\mathcal{G}}_{k}(x) \geq 0 ; k=1$ to $c$.
Then there are Lagrange multipliers $\lambda$ ( $a$-vector), $\tilde{\lambda}$ ( $b$-vector), $\hat{\lambda}$ ( $c$-vector) such that the Lagrangian function is stationary with respect to $x_{i}, \lambda, \tilde{\lambda}, \hat{\lambda}, S_{l_{j}}$ (b-vector) and $S_{p_{k}}$ ( $c$-vector) at the $x^{*}$.

- The Lagrangian function for the problem written in standard form is

$$
\mathcal{L}=\mathcal{F}(x)+\sum_{i=1}^{a} \lambda_{i} \mathcal{G}_{i}(x)+\sum_{j=1}^{b} \tilde{\lambda}_{i}\left(\tilde{\mathcal{G}}_{i}(x)+S_{l_{j}}^{2}\right)+\sum_{k=1}^{c} \hat{\lambda}_{i}\left(\hat{\mathcal{G}}_{i}(x)-S_{p_{k}}^{2}\right)
$$

- Gradient conditions:

$$
\begin{gathered}
\frac{\partial \mathcal{L}}{\partial x_{e}}=\frac{\partial \mathcal{F}}{\partial x_{e}}+\sum_{i=1}^{a} \lambda_{i}^{*} \frac{\partial \mathcal{G}_{i}}{\partial x_{e}}+\sum_{i=1}^{b} \tilde{\lambda}_{i}^{*} \frac{\partial \tilde{\mathcal{G}}_{i}}{\partial x_{e}}+\sum_{i=1}^{c} \hat{\lambda}_{i}^{*} \frac{\partial \hat{\mathcal{G}}_{i}}{\partial x_{e}} ; \quad e=1 \text { to } f \\
\frac{\partial \mathcal{L}}{\partial \lambda}=0 \Rightarrow \mathcal{G}_{i}\left(x^{*}\right)=0 ; \quad i=1 \text { to } a \\
\frac{\partial \mathcal{L}}{\partial \tilde{\lambda}}=0 \Rightarrow\left(\tilde{\mathcal{G}}_{j}\left(x^{*}\right)+S_{l_{j}}^{2}\right)=0 ; \quad j=1 \text { to } b \\
\frac{\partial \mathcal{L}}{\partial \hat{\lambda}}=0 \Rightarrow\left(\hat{\mathcal{G}}_{k}\left(x^{*}\right)-S_{p_{k}}^{2}\right)=0 ; \quad k=1 \text { to } c
\end{gathered}
$$

- Feasibility check for inequalities:

$$
\begin{array}{ll}
S_{l_{j}}^{2} \geq 0 ; & j=1 \text { to } b \\
S_{p_{k}}^{2} \leq 0 ; & k=1 \text { to } c
\end{array}
$$

- Switching conditions:

$$
\begin{aligned}
& \frac{\partial \mathcal{L}}{S_{l_{j}}}=0 \Rightarrow 2 \tilde{\lambda}_{j}^{*} S_{l_{j}}=0 ; \quad j=1 \text { to } b \\
& \frac{\partial \mathcal{L}}{S_{p_{k}}}=0 \Rightarrow 2 \hat{\lambda}_{j}^{*} S_{p_{k}}=0 ; \quad k=1 \text { to } c
\end{aligned}
$$

- Nonnegativity of Lagrange multipliers for inequalities:

$$
\begin{array}{ll}
\tilde{\lambda} \geq 0 ; & j=1 \text { to } b \\
\hat{\lambda} \geq 0 ; & k=1 \text { to } c
\end{array}
$$

- Regularity check: The gradients of active constraints must be linearly independent. In this scenario, the Lagrange multipliers for the constraints are unique.

Example: [78] The tank is closed at both ends and is required to have volume $V$. The radius $R$ and height $H$ are selected as design variables. It is desired to design the tank having minimum surface area $A$.

$$
\text { Optimal Problem }=\left\{\begin{array}{l}
\mathcal{F}_{A}=2 \pi R(R+H) \\
\text { s.t. } G=\pi R^{2} H-V=0
\end{array}\right.
$$

where $R$ and $H$ are design variables.

## Solution:

$$
\begin{gathered}
\mathcal{L}=2 \pi R(R+H)+\lambda\left(\pi R^{2} H-V\right) \\
\frac{\partial \mathcal{L}}{\partial R}=2 \pi(R(2+\lambda H)+H)=0 \\
\frac{\partial \mathcal{L}}{\partial H}=\pi R(2+\lambda R)=0 \\
\frac{\partial \mathcal{L}}{\partial \lambda}=\pi R^{2} H-V=0
\end{gathered}
$$

Note that there are three equations with three unknowns ( $R, H$ and $\lambda$ ) and solved by the elimination process, giving the optimal solution as

$$
\mathcal{F}_{A}^{\star}=3\left(\frac{V}{2 \pi}\right)^{0.67} ; \quad R^{\star}=\left(\frac{V}{2 \pi}\right)^{0.33} ; \quad H^{\star}=\left(\frac{4 V}{\pi}\right)^{0.33} ; \quad \lambda^{\star}=-\frac{1}{\pi R^{\star}}
$$

### 4.1.1.2 Dynamic optimization

Dynamic optimization is associated with the control of a plant or system under dynamic conditions, which implies that the system's trajectories vary over time, and therefore time is incorporated into the system's description and optimization. The plant is then characterized by a differential or difference equation. Dynamic programming, variational calculus, the Pontregian principle, and search techniques
are popular methods for dealing with dynamic optimization problems. Before delving into the specifics of dynamic optimization, it is necessary to understand the distinction between the terminology trajectory optimization and optimal control. In the realm of dynamic optimization, these two concepts are often used interchangeably. In the situation of trajectory optimization, where the system's inputs do not directly accommodate the provided performance index (pure function of states), it is intended to establish such values of these inputs that result in such trajectories that optimize the performance index.

On the other hand, in the case of optimal control, system inputs are fed into the cost function, with the aim of discovering the exact input and trajectory that optimizes a specified performance index. While a trajectory optimization is a function optimization problem and optimal control is a functional optimization problem [79]. However, in both cases the inputs are functions of time. Analytical and numerical approaches are used to solve dynamic optimization issues, and numerical methods are further subdivided into indirect methods [80], direct methods [81], and dynamic programming [82], and classification is expressed in Fig.4.2.

In the indirect method (i.e. optimize then discretize), the calculus of variations is employed to derive the first order necessary conditions of the dynamic optimization problem. The indirect approach leads to first evaluating the necessary conditions, and then trying to solve the boundary value problem by solving the system of differential equations, and when the necessary conditions are satisfied, it results in candidate optimal trajectories called extremals [83].

Each computed extremal is then analyzed to determine whether it is a local minimum, maximum, or saddle point, and the local minimum solution with the lowest cost is preferred. Pontregin's minimum principle is an example of an indirect method that solves a two point boundary value problem. Nevertheless, the indirect method has the disadvantages of complex computations and high sensitivity to the initial conditions of the dynamic system, which restricts its application.

In the direct method (i.e. discretize then optimize), the control variables (shooting or multiple shooting) or control and state variables (global collocation or local


Figure 4.2: Classification of dynamic optimization methods.
collocation) of an optimal control problem are discretized into equal or unequal configurations and the problem is then modeled as a nonlinear optimization problem or Nonlinear Programming problem (NLP). The NLP is then solved using gradient-based techniques to arrive at the optimum.

The main advantage of the direct method is that it transforms an infinite-dimensional optimization problem into a finite-dimensional optimization problem, the necessary conditions are avoided, and the parameterized variables are directly calibrated to optimize the performance index.

The shooting method is based on estimating the value of the unknown boundary condition at one end of the interval. Whereas an initial value problem is solved to obtain a solution at the other end of a predetermined interval. Although the shooting method is easy to put into action and it is ineffective when the dynamic system is ill-defined or stiff, especially when the optimal control problem is sensitive and complicated [84].

To combat this limitation of the shooting method, multiple shooting method is employed, particularly breaking the time vector into additional sub-intervals and applying the shooting method to each of these intervals [85]. The class of collocation methods [86] is most robust against boundary value problems and rapidly
converging ones, where piecewise polynomials are implemented to parametrize the state and control variables, and means of root-finding techniques are utilized to solve a dynamic system.

While dynamic programming utilizes the concept of multistage decision-making problems, and it follows Bellman's optimality principle [87] to solve the optimization problem of any complex dynamical system.

## Optimal Control

Determining the control vector profile $\left[u(t), \forall t_{0} \leq t \leq t_{f}\right]$ of a given dynamic system that drives the states from their initial conditions $x\left(t_{0}\right)$ to their final conditions $x\left(t_{f}\right)$, while simultaneously maximizing or minimizing the objective functional $\mathcal{J}$ is defined as an optimal control problem, and the resulting control vector that executes the state profile $\left[x(t), \forall t_{0} \leq t \leq t_{f}\right]$ is referred to as an optimal trajectory. A cost function or cost functional can be defined as follows:

- The objective functional indicates the costs or benefits of the dynamic system to prevent or achieve a desired physical state.
- The cost function quantifies the penalty that a dynamic system remunerates as a result of deviation from the ideal physical state.
- A cost function can also indicate the time it takes to transition from the state's beginning to final values.
- A positive cost might be interpreted as a negative benefit, and vice versa.

Typically, the objective of optimal control is to identify the control history $[u(t)$ $\left.\forall t_{0} \leq t \leq t_{f}\right]$ that minimizes the cost function, however, another method to represent the same problem is to strive to maximize the cost function with the opposite sign.

The objective function can generally be defined in three different forms that are easily interchangeable. The cost function with only terminal penalties, proposed
in 1890, is the Mayer cost function written in (4.4) and can be visualized in Fig.4.3.

$$
\begin{equation*}
\mathcal{J}=\mathcal{O}\left[x_{t_{f}}, t_{f}\right] \tag{4.4}
\end{equation*}
$$



Figure 4.3: Mayer cost function

A cost function that incurs a penalty during the running time, proposed in 1780, is known as the Lagrange cost function denoted in (4.5) and is graphically illustrated in Fig.4.4.

$$
\begin{equation*}
\mathcal{J}=\int_{t_{0}}^{t_{f}} \mathfrak{O}(x(t), u(t), t) d t \tag{4.5}
\end{equation*}
$$



Figure 4.4: Lagrange cost function

A cost function based on the combination of terminal and running costs proposed in 1900 is known as the Bolza cost function in (4.6) and is shown diagrammatically in Fig.4.4.

$$
\begin{equation*}
\mathcal{J}=\mathcal{O}\left[x_{t_{f}}, t_{f}\right]+\int_{t_{0}}^{t_{f}} \mathfrak{O}(x(t), u(t), t) d t \tag{4.6}
\end{equation*}
$$



Figure 4.5: Bolza cost function

Here $t$ represents the independent time variable, $t_{0}$ and $t_{f}$ denote the initial and final time of the process, respectively, and $x(t) \in \Re^{n^{x}}$ is a vector of state variables, $u(t) \in \Re^{n^{u}}$ denotes a vector of control variables that need to be optimized. $\mathcal{J}, \mathcal{O}$ and $\mathfrak{O}$ are then real-valued functions (functionals) while $\mathcal{O}: \Re^{n^{x}} \times \Re \rightarrow \Re$ and $\mathfrak{O}: \Re^{n^{x}} \times \Re^{n^{u}} \times\left[\begin{array}{ll}t_{0} & t_{f}\end{array}\right] \rightarrow \Re$.

Physical constraints of the dynamic system or design specifications of the optimization problem may affect the choice of the cost function. Optimal control tasks can generally be identified by fixed, free, initial, terminal, time, and/or state.

The initial time and states are usually fixed because it is a natural phenomenon whether or not each system has stored energy at the beginning (initial time) of the process. Nonetheless, a schematic depiction of the typical optimal control tasks is presented in Figs.4.6, 4.7, 4.8 and 4.9. Using any objective function (Mayer, Lagrange, Bolza), optimal control problems are elaborated in terms of typical tasks such as terminal problem, minimum time problem, and quadratic problem.

- Control effort problem

$$
\begin{equation*}
\mathcal{J}=\int_{t_{0}}^{t_{f}} u^{2} d t \tag{4.7}
\end{equation*}
$$

The main objective of this problem is to minimize or maximize the control effort (energy or load on the actuator) required to drive from an initial state $x_{t_{0}}$ to a specified $x_{t_{f}}$ or an unspecified state $x_{t_{f(\text { free })}}$ in a known $t_{f}$ or unknown time $t_{f(\text { free })}$ and can be visualized in Figs. 4.6 and 4.7.

- Minimum time problem

$$
\begin{equation*}
\mathcal{J}=\int_{t_{0}}^{t_{f}} d t \tag{4.8}
\end{equation*}
$$

This is historically the first optimal control problem and a kind of trajectory optimization problem (brachistochrone problem proposed by Johan Bernoulli). Neutralizing a target with a missile and reaching a destination with an automobile are examples of the minimum time problem.

The problem is to find an appropriate control vector that pushes the system from a predetermined initial state $x_{t_{0}}$ to a fixed (predetermined) final state $x_{t_{f}}$ in the minimum possible time. Time optimal trajectory between $x_{t_{0}}$ and $x_{t_{f}}$ can be seen diagrammatically in Fig.4.7.


Figure 4.6: Fixed terminal state and time

- Terminal problem

$$
\begin{equation*}
\mathcal{J}=\left\|x_{f}-x_{t_{f}}\right\| \tag{4.9}
\end{equation*}
$$



Figure 4.7: Fixed terminal state and free time


Figure 4.8: Free terminal state and fixed terminal time


Figure 4.9: Free terminal state and time

This is an example of the homing problem for a stationary target, which represents minimizing the distance or range between desired and achieved.

The primary goal of this optimum problem is to directly describe the objective of the dynamic system to be maximized or decreased and graphically it
is represented by Figs.4.8 and 4.9.

- Linear quadratic problem

$$
\begin{equation*}
\mathcal{J}=0.5 \int_{t_{0}}^{t_{f}} x^{T} \mathcal{Q} x+u^{T} \mathcal{R} u d t \tag{4.10}
\end{equation*}
$$

Rudolf Kalman presented this problem for linear dynamic systems. $\mathcal{Q}$ and $\mathcal{R}$ are symmetric positive semi-definite and positive definite matrices, respectively. $\mathcal{Q}$ induces the state to move from $x_{t_{0}}$ to the origin (zero) as quickly as possible and $\mathcal{R}$ ensures that this transition should be done with minimum control effort.

For this type of problem, the terminal time is usually defined, and then the objective is to choose an acceptable state presented in Fig.4.8 that minimizes the functional. This sort of functional is employed in the closed-loop optimality problem, which also ensures the closed-loop control's Lyapunov-based stability.

Constraints bind the system not to exceed its physical limits, provide safety or environmental protection, and define specific set points in the control loop. Constraints also help optimization methods to search the optimization search space and take various forms, such as equality and inequality constraints.

- Equality constraint

$$
\begin{equation*}
\mathfrak{h}(x, u, t)=0 \quad \forall t \in\left[t_{p 0}, t_{p f}\right],\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \tag{4.11}
\end{equation*}
$$

This is referred to as a hard constraint and is usually an example of formation control that requires a constant distance at all times.

- Inequality constraint

$$
\begin{equation*}
\mathfrak{g}(x, u, t) \leq 0 \quad \forall t \in\left[t_{p 0}, t_{p f}\right],\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \tag{4.12}
\end{equation*}
$$

Inequality constraint is also of great practical interest because it can represent a limit on the system's state that should not be exceeded. Conventionally, such constraints are called soft constraints or box constraints of the form $x \in\left[x_{\min }, x_{\max }\right]$, where $x_{\min }$ and $x_{\max }$ denote lower and upper bounds on $x$ respectively.

In dynamic optimization, the dynamic system, a continuous time-dependent model, represents an additional set of equality constraints because it typically composes of a set of ordinary differential equations, and/or functional equations that, if satisfied during optimization, provide a mathematical representation of the phenomena occurring in the dynamic system.

$$
\begin{equation*}
\dot{x}=f(x, u, t) \quad \forall t \in\left[t_{p 0}, t_{p f}\right],\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \tag{4.13}
\end{equation*}
$$

Here the vector function $f$ is defined as $f: \Re^{n^{x}} \times \Re^{n^{u}} \times\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \rightarrow \Re^{n^{x}}$ If the trajectory $x_{t}$ meets the initial condition $x_{t_{0}}=x_{0}$. After defining the cost functions, constraints, and dynamic system, a general form of the optimal control problem can be conceptualized as follows:

$$
\begin{align*}
& \mathcal{J}=\min \left\{\mathcal{O}\left[x_{t_{f}}, t_{f}\right]+\int_{t_{0}}^{t_{f}} \mathfrak{O}(x(t), u(t), t) d t\right\} \\
& \dot{x}=f(x, u, t) \quad \forall t \in\left[t_{p 0}, t_{p f}\right],\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \\
& x_{t_{0}}=x_{0}  \tag{4.14}\\
& \mathfrak{h}(x, t)=0 \quad \forall t \in\left[t_{p 0}, t_{p f}\right],\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \\
& \mathfrak{g}(x, t) \leq 0 \quad \forall t \in\left[t_{p 0}, t_{p f}\right],\left[t_{p 0}, t_{p f}\right] \subseteq\left[t_{0}, t_{f}\right] \\
& u_{\min } \leq u(t) \leq u_{\max }
\end{align*}
$$

To compute this problem, the necessary conditions are determined, and already existing techniques, such as indirect or direct methods, can be employed to discover the optimal control. To minimize the problem, the function can be combined with the system (4.13) introducing vectors of the adjoint variables $\lambda(t) \in R^{n x}$ (adjoint variables are sometimes called co-state variables). Similarly to the Lagrange
function in static optimization, a function called Hamiltonian $\mathcal{H}$ is introduced for dynamic optimization.

$$
\begin{equation*}
\mathcal{H}=\mathfrak{O}(x(t), u(t), t)+\lambda^{T}(t) f(x, u, t) \tag{4.15}
\end{equation*}
$$

Using this notation, the necessary conditions can be deduced based on a few assumptions.

- The initial time is usually fixed $\left(t_{0}=0\right)$.
- The initial conditions of dynamic system are mostly fixed $\left(x_{t_{0}}=x_{0}\right)$.

The following are the necessary conditions for optimality:

- Optimal state equation

$$
\begin{equation*}
\dot{x}^{*}=\frac{\partial \mathcal{H}}{\partial \lambda} \quad \forall t \in\left[t_{0}, t_{f}\right] \tag{4.16}
\end{equation*}
$$

- Co-state equation

$$
\begin{equation*}
\dot{\lambda}=-\frac{\partial \mathcal{H}}{\partial x} \quad \forall t \in\left[t_{0}, t_{f}\right] \tag{4.17}
\end{equation*}
$$

- Optimal control equation

$$
\begin{equation*}
0=\frac{\partial \mathcal{H}}{\partial u} \quad \forall t \in\left[t_{0}, t_{f}\right] \tag{4.18}
\end{equation*}
$$

The following are the boundary conditions for specified and unspecified terminal times:

- Co-state boundary condition

$$
\begin{array}{lll}
\lambda_{t_{f}}=0 & \text { if } & x\left(t_{f}\right)=\text { free }  \tag{4.19}\\
\lambda_{t_{f}}=\text { free } & \text { if } & x\left(t_{f}\right)=x_{t_{f}}
\end{array}
$$

- Transversality condition

$$
\begin{equation*}
\mathcal{H}\left(t_{f}\right)+\frac{\partial \mathcal{O}}{\partial t_{f}}=0 \tag{4.20}
\end{equation*}
$$

For inequality constraints, $\mathcal{H}$ can be expressed as

$$
\mathcal{H}=\mathfrak{O}(x(t), u(t), t)+\lambda^{T}(t) f(x, u, t)+\mu^{T} \mathfrak{g}\left\{\begin{array}{l}
\mu=0 \text { if } \mathfrak{g}<0  \tag{4.21}\\
\mu \geq 0 \text { if } \mathfrak{g}=0
\end{array}\right.
$$

The necessary conditions for inequality constraints are as follows:

- Optimal state equation

$$
\begin{align*}
\dot{x}^{*}=\frac{\partial \mathcal{H}}{\partial \lambda} & \text { if } \mathfrak{g}<0 \\
\dot{x}^{*}=\frac{\partial \mathcal{H}}{\partial \lambda} & \text { if } \mathfrak{g}=0 \tag{4.22}
\end{align*}
$$

- Co-state equation

$$
\begin{array}{ll}
\dot{\lambda}=-\left(\frac{\partial \mathfrak{O}}{\partial x}\right)^{T}-\left(\frac{\partial f}{\partial x}\right)^{T} \lambda & \text { if } \mathfrak{g}<0 \\
\dot{\lambda}=-\left(\frac{\partial \mathfrak{Q}}{\partial x}\right)^{T}-\left(\frac{\partial f}{\partial x}\right)^{T} \lambda-\left(\frac{\partial \mathfrak{g}}{\partial x}\right)^{T} \mu & \text { if } \mathfrak{g}=0 \tag{4.23}
\end{array}
$$

- Optimal control equation

$$
\begin{array}{ll}
0=\left(\frac{\partial \mathfrak{O}}{\partial u}\right)^{T}+\left(\frac{\partial f}{\partial u}\right)^{T} \lambda & \text { if } \mathfrak{g}<0 \\
0 & =\left(\frac{\partial \mathfrak{Q}}{\partial u}\right)^{T}+\left(\frac{\partial f}{\partial u}\right)^{T} \lambda+\left(\frac{\partial \mathfrak{g}}{\partial u}\right)^{T} \mu \tag{4.24}
\end{array} \quad \text { if } \mathfrak{g}=0
$$

A sufficient condition that tells about maximization or minimization is as follows:

$$
\begin{array}{ll}
\frac{\partial^{2} \mathcal{H}}{\partial u^{2}}>0 & \text { Minimum optimal control }  \tag{4.25}\\
\frac{\partial^{2} \mathcal{H}}{\partial u^{2}}<0 & \text { Maximum optimal control }
\end{array}
$$

Pontryagin's Minimum Principle (PMP) calculates the control by necessary conditions of optimality, and consequential control is the solution to the optimal control problem. PMP solves necessary conditions by considering the Two Point Boundary Value Problem (TPBVP) (the initial conditions and boundary conditions form the TPBVP) since system dynamics are solved in a forward fashion by considering
initial conditions, and co-state equations are computed in a backward fashion by employing boundary conditions of co-state. The PMP solution is mostly a combination of Control Vector Iteration (CVI) and Boundary Condition Iteration (BCI) [88].

The TPBVP solution is employed in the CVI approach by estimating the control vector using the maximum optimal control sensitivity (4.18) or (4.24), and the new estimate $u^{k+1}$ is obtained by applying the adaptation formula using the old control vector $u^{k}$.

$$
\begin{equation*}
u^{k+1}=u^{k}-\mathfrak{W} \frac{\partial \mathcal{H}}{\partial u} \tag{4.26}
\end{equation*}
$$

where $\mathfrak{W} \in[0,1]$ is a adapting rate. CVI is initialized by the guess $u_{0}$, and then the dynamic system is solved by forward integration, followed by backward integration of the co-state equations. Finally, the whole procedure is repeated until the optimal condition (4.18) or (4.24) is satisfied. CBI solves the TPBVP by the successive update of the guesses for boundary conditions (4.19).
$\lambda^{0}\left(t_{f}\right)$ requires no initial guess (4.17) if the terminal state is free and the co-state equation is integrated in a backward manner. Initially, the guess $\lambda^{0}\left(t_{0}\right)$ is used to integrate the co-state equation in a forward manner with time if the terminal state of the dynamic system is fixed.

If co-state equations are in disagreement, a new guess of initial conditions for $\lambda^{0}\left(t_{0}\right)$ is made and the whole procedure is repeated until they are equal within the specified tolerance.

PMP has some disadvantages that limit the implementation options for dynamic optimization problems.

- The necessary conditions and transversality condition require detailed knowledge of the system and it may be difficult to construct $H_{x}$ and $H_{u}$ for the system if any variation occurs.
- Very sensitive for boundary conditions.
- The numerical solution of co-state equations can be very ill-conditioned.
- Because of the box constraints (path constraints), the complexity to solve $\mathcal{H}$ increases.

Example: The state equations for a continuous stirred-tank chemical reactor are given below [88].

$$
\begin{aligned}
& \dot{x}_{1}=-0.5-2 x_{1}+\left(0.5+x_{2}\right) e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}-\left(0.25+x_{1}\right) u \\
& \dot{x}_{2}=0.5-x_{2}-\left(0.5+x_{2}\right) e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}
\end{aligned}
$$

Here the states of the plant are $x_{1}$ is the deviation from the steady-state temperature and $x_{2}$ is the deviation from the steady-state concentration.
$u$ represents the effect of coolant flow on the chemical reaction with $0 \leq u \leq 1.2$ and initial conditions are $x_{t_{0}}=\left[\begin{array}{cc}0.05 & 0\end{array}\right]^{T}$.

The performance measure to be minimized is

$$
\mathcal{J}=\int_{0}^{0.8}\left(x_{1}^{2}+x_{2}^{2}+0.1 u^{2}\right) d t
$$

## Solution:

Hamiltonian $\mathcal{H}$ function for this problem is expressed as

$$
\begin{aligned}
\mathcal{H}= & x_{1}^{2}+x_{2}^{2}+0.1 u^{2}+\lambda_{1}\left(-0.5-2 x_{1}+\left(0.5+x_{2}\right) e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}\right. \\
& \left.-0.25 u+u x_{1}\right)+\lambda_{2}\left(0.5-x_{2}\right)-\lambda_{2}\left(0.5+x_{2}\right) e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}
\end{aligned}
$$

The co-state equations are determined from the $\mathcal{H}$ as

$$
\begin{aligned}
\dot{\lambda}_{1}= & -\frac{\partial \mathcal{H}}{\partial x_{1}}=-2 x_{1}+2 \lambda_{1}-\lambda_{1}\left(0.5+x_{2}\right)\left(\frac{50}{\left(2+x_{1}\right)^{2}}\right) e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)} \\
& +\lambda_{2} u+\lambda_{2}\left(0.5+x_{2}\right)\left(\frac{50}{\left(2+x_{1}\right)^{2}}\right) e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}
\end{aligned}
$$

$$
\dot{\lambda}_{2}=-\frac{\partial \mathcal{H}}{\partial x_{2}}=-2 x_{2}-\lambda_{1} e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}+\lambda_{2}+\lambda_{2} e^{\left(\frac{25 x_{1}}{2+x_{1}}\right)}
$$

Optimal control relation is expressed as

$$
\begin{aligned}
& \frac{\partial \mathcal{H}}{\partial u}=0.2 u-\lambda_{1}\left(x_{1}+0.25\right)=0 \\
& u^{*}=5 \lambda_{1}\left(x_{1}+0.25\right) \\
& \frac{\partial^{2} \mathcal{H}}{\partial u^{2}}=0.2>0
\end{aligned}
$$

Since the final states are free and not explicitly present in the performance measure, the boundary conditions at $t=t_{f}$ are $\lambda\left(t_{f}\right)=0$, and optimal states profiles in Fig. 4.10, co-states in Fig. 4.11, $\mathcal{H}$ function profile in Fig. 4.12, and optimal control profile in Fig. 4.13 can be visualized.

### 4.2 Problem Formulation

After discussing static and dynamic optimization in the preceding section, now the dynamic optimization problem for SUGV is formulated. When SUGV starts gliding from dispersion points (dropping parameters from the carrier platform) eventually it strikes the ground after covering some range. Gliding flight is directly related to endurance because it must stay in the air longer to achieve maximum range.

Consequently, achieving the maximum range becomes a combination of time optimization and a trajectory optimization problem. To deal with the time optimization problem especially where the terminal time is undetermined, time scaling approach is employed [89], and this approach is very acceptable for direct methods [90].

In this scheme, the time domain is transformed to a new fixed domain and this conversion is illustrated in Fig.4.14. The time scaling approach has the following relation.

$$
\begin{equation*}
\frac{d t}{d \tau}=\tan \mathfrak{T}=\mathfrak{P} \tag{4.27}
\end{equation*}
$$



Figure 4.10: Optimal states.


Figure 4.11: Co-states.


Figure 4.12: $\mathcal{H}$ function.


Figure 4.13: Optimal control.
where $\tau$ goes from 0 to 1 and $\mathfrak{P}$ is $\left(t_{f}-t_{0}\right)$, a positive constant to be determined, called the time scaling parameter. Thus, the modified optimization problem is


Figure 4.14: Time scaling approach [64].
formulated as follows:

$$
\begin{align*}
& \dot{x}^{*}=\mathfrak{P} f(\tau, x, u,), \quad x_{\tau_{0}}=x_{0} \\
& \mathcal{J}^{*}=\mathcal{O}\left[x_{\tau_{f}}, \tau_{f}\right]+\mathfrak{P} \int_{0}^{\tau_{f}} \mathfrak{O}(x(\tau), u(\tau), \tau) d \tau \tag{4.28}
\end{align*}
$$

Here $\dot{x}^{*}$ is $\frac{d x}{d \tau}$. This transformation adds $\mathfrak{P}$ as an additional variable to the optimization problem and can be calculated by considering an additional control variable or optimal parameter [91]. Due to $\mathfrak{P}$, the computational burden and complexity of the optimization problem increase.

Hence to avoid the time scaling approach for achieving the maximum range of SUGV, an altitude dependent maximum stoppable time optimal problem is formulated in [92]. Consider the nonlinear SUGV system

$$
\begin{gather*}
\dot{X}=f(X, u) \quad t_{0} \leq t_{s} \leq t_{m}  \tag{4.29}\\
X^{o}=X\left(t_{0}\right) \tag{4.30}
\end{gather*}
$$

where $X=(V, \alpha, Q, \theta, R, h)^{T} \in \Re^{6}, X^{o}$ is the initial state, $t_{0}$ is the starting time, and $t_{m}$ is the maximum stoppable time. For a nonlinear system, the stopping manifold is defined as follows [93]:

$$
\begin{equation*}
S_{m}=\left\{\Delta(X)=0, X \in \Re^{6}\right\} \tag{4.31}
\end{equation*}
$$

where $\Delta$ is a continuously differentiable function. When the system reaches the manifold $S_{m}$, it comes to a halt, and the time it took to get there is referred to as the stopping time $t_{s}$, which relies on the stopping constraint. A graphical representation of $S_{m}$ and $t_{s}$ is shown in Fig.4.15. Here, $t_{s}$ is an implicit function


Figure 4.15: Stopping manifold.
of the control input $u$, since any change in $u$ impacts the state response, resulting in a change in $t_{s}$. The stopping time is determined as follows:

$$
\begin{gather*}
\tau_{u}=\left\{t_{0}<t \leq t_{m}, X(t \mid u) \in S_{m}\right\}  \tag{4.32}\\
t_{s}=\inf _{t}\left\{\tau_{u}\right\} \tag{4.33}
\end{gather*}
$$

Any $t_{s} \in \tau_{u}$ is expressed as an admissible stopping time, and if $t_{s} \leq t_{m}$, then the stopping constraint is computed as follows:

$$
\begin{equation*}
\left.\Delta\left(X\left(t_{s}\right)\right)\right|_{\tau_{u}}=0 \tag{4.34}
\end{equation*}
$$

A performance index for $t_{s}$ is established as follows:

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{s}} X(t) d t \tag{4.35}
\end{equation*}
$$

Constraints on the states and control input are expressed as

$$
\begin{align*}
& x^{L} \leq X(t) \leq x^{U} \quad \forall t \in\left(0, t_{s} \leq t_{m}\right)  \tag{4.36}\\
& u^{L} \leq u(t) \leq u^{U} \quad \forall t \in\left(0, t_{s} \leq t_{m}\right) \tag{4.37}
\end{align*}
$$

where $x^{L}, u^{L}$ and $x^{U}, u^{U}$ are the lower and upper constraints on the states and control input, respectively.

### 4.2.1 Performance Index

The fundamental goal of unpowered gliding flight is to maximize the SUGV's gliding range, and for this purpose, a Lagrange performance index is illustrated:

$$
\begin{equation*}
J=\max \int_{t_{0}}^{t_{s}} V d t \tag{4.38}
\end{equation*}
$$

A subsidiary state is suggested to avoid integral complexity in the performance index:

$$
\begin{equation*}
\dot{\aleph}=V \quad \forall t \in\left(0, t_{s} \leq t_{m}\right) \tag{4.39}
\end{equation*}
$$

After augmenting (4.39) with the longitudinal dynamics of a SUGV, the performance index can be expressed in Mayer form as follows:

$$
\begin{equation*}
J_{\aleph}=\max \aleph\left(t_{s}\right) \tag{4.40}
\end{equation*}
$$

### 4.2.2 Constraints

Let $\alpha$ be significant during gliding flight for an SUGV. If it is small, then it causes a free fall condition, and if it is large, then it creates a stall condition. Therefore, $\alpha$ needs to be limited. Furthermore, $Q$ aids in the reduction in fluctuations produced by flight transition and offers stability during gliding flight. Therefore, a constraint on $Q$ is required to decrease the influence of fluctuations. To achieve damped
gliding flight, both constraints are implemented, and these constraints are

$$
\begin{align*}
& \alpha^{L} \leq \alpha(t) \leq \alpha^{U} \quad \forall t \in\left(0, t_{s} \leq t_{m}\right)  \tag{4.41}\\
& Q^{L} \leq Q(t) \leq Q^{U} \quad \forall t \in\left(0, t_{s} \leq t_{m}\right) \tag{4.42}
\end{align*}
$$

where $\alpha^{L}, Q^{L}, \alpha^{U}$, and $Q^{U}$ are the lower and upper constraints on $\alpha$ and $Q$, respectively. The Load Factor ( $L F$ ) ensures the wing-level flight by imposing the constraint during gliding flight so that steady gliding flight can be obtained.

Therefore, a constraint on $L F$ is employed to assure a steady gliding flight and is defined as

$$
\begin{equation*}
L F=\frac{\sqrt{(L(t))^{2}+(D(t))^{2}}}{W} \leq L F_{\max } \quad \forall t \in\left(0, t_{s} \leq t_{m}\right) \tag{4.43}
\end{equation*}
$$

where $L, D$, and $W$ are lift force, drag force and weight, and $L F_{\max }$ is the maximum value of $L F$. A constraint on elevator deflection is applied to elude the stall condition during gliding flight as follows:

$$
\begin{equation*}
\delta_{e}^{L} \leq \delta_{e}(t) \leq \delta_{e}^{U} \quad \forall t \in\left(0, t_{s} \leq t_{m}\right) \tag{4.44}
\end{equation*}
$$

where $\delta_{e}^{L}$ and $\delta_{e}^{U}$ are the lower and upper bounds on the elevator deflection, respectively. The height from the dispersion point steadily decreases to zero until the SUGV strikes the earth.

As a result, in this study, the height is regarded a stopping constraint.

$$
\begin{equation*}
h\left(t_{s}\right)=0 \tag{4.45}
\end{equation*}
$$

### 4.3 Control Vector Parameterization

In this section, the concept of control vector parameterization (CVP) with uniform and non-uniform subintervals is discussed. Sargent [94] introduced the CVP approach and he also employed it to solve dynamic optimization problems. CVP is
a very straightforward notion because the time vector of an optimization problem is broken into a predetermined number of subintervals, the beginning and end of which are referred to as nodes in the CVP process. Then, the control variables are selected at certain nodes, known as nodal control variables. The control profile is then built using a spline or interpolation approach, such as piecewise linear polynomials or piecewise constant functions.

After this, the dynamic model is integrated, referred to as the Initial Value Problem (IVP). After computing the IVP, the nodal control variables are subjected to a nonlinear programming approach in order to optimize the problem. The transformation of the infinite-dimension optimization problem into a finite-dimension optimization problem by taking into account a predefined number of nodal control variables is a key feature of CVP.

A generic description of the CVP procedure is given below:
(i) Specify the desired $N>1$ number of nodes and split the supplied time vector $t_{m}$ into $N-1$ subintervals:

$$
t_{i}=t_{0}<t_{1}<t_{2}<\cdots<t_{N-1}=t_{m}
$$

The nodal time $t_{i}, i=0,1,2, \ldots N-1$ may be uniform or non-uniform.
(ii) At each node, make an initial guess for the control variable. The following control vector (CV) $u(t)$ is expressed as

$$
u(t)=\left[\bar{u}_{0}, \bar{u}_{1}, \bar{u}_{2}, \ldots \bar{u}_{N-1}\right]
$$

where $\bar{u}_{i}, i=0,1,2, \ldots N-1$ is a nodal control variable.
(iii) Use an interpolation polynomial to approximate the CV profile.
(iv) Solve the IVP by considering the approximated CV profile.
(v) Compute the performance index as well as the constraints. If the performance index and constraints are satisfied, then the output will be the optimal solution; otherwise, proceed to step (iii) after optimizing the nodal control variables with any suitable optimizer.

Fig.4.16 depicts a flowchart describing the CVP implementation process.


Figure 4.16: CVP flowchart.

### 4.3.1 Uniform CVP

We will provide a brief overview of the uniform subinterval method for CVP in this subsection. This method divides the time vector $t \in\left(t_{o}, t_{m}\right)$ into $N-1$ subintervals
for the maximum stoppable time $t_{m}$. For a uniform subinterval, the subinterval size $d_{e}$ is assessed as follows:

$$
\begin{equation*}
d_{e}=\frac{t_{m}-t_{0}}{N-1} \tag{4.46}
\end{equation*}
$$

Consequently, the nodal times $t_{i}$ for a uniform time vector are determined as follows:

$$
\begin{equation*}
t_{i}=t_{o}+i d_{e} \quad i=0,1,2, \ldots, N-1 \tag{4.47}
\end{equation*}
$$

In Fig.4.17, the uniform CV approach with nodal times $\left(t_{o}, t_{1}, \ldots, t_{m}\right)$ and nodal control variables ( $\bar{u}_{0}, \bar{u}_{1}, \bar{u}_{2}, \ldots \bar{u}_{N-1}$ ) at uniform subintervals are graphically depicted.


Figure 4.17: Uniform CVP.

### 4.3.2 Non-Uniform CVP

After the acquisition of the dispersion points, the SUGV enters the disequilibrium phase, and fluctuations occur during gliding as a result of this phase change. Fast damping may be performed quickly to lessen fluctuations by establishing constraints on $\alpha$ and $Q$.

To achieve a steady glide path, the load factor is also crucial. Consequently, a nonuniform CVP strategy is required to more effectively address these problems. On
the foundation of the idea of exponential spacing as pictorially shown in Fig.4.18 , a new formulation for non uniform subintervals is presented.

According to this formulation, the time vector $t \in\left(t_{o}, t_{m}\right)$ is broken into $N-1$ subintervals, and low spacing happens at the beginning of the time vector, whereas large spacing occurs toward the end.

Assume that $\mu_{o}$ and $\log _{10}(\chi)$ represent the lower and upper bounds of an exponential curve $10^{a}$ in a logarithmic scale. For computing the logarithmic vector,


Figure 4.18: $10^{a}$ exponential curve.
the interval size $\Upsilon$ is calculated using these bounds as follows:

$$
\begin{equation*}
\Upsilon=\frac{\log _{10}(\chi)-\mu_{o}}{N-1} \tag{4.48}
\end{equation*}
$$

Notably, $\mu_{o}$ will always be set to zero, and the logarithmic vector $\ell$ is computed as follows:

$$
\begin{equation*}
\ell=\mu_{o}+i \Upsilon \quad i=0,1,2, \ldots, N-1 \tag{4.49}
\end{equation*}
$$

Using $\ell$, the following relation is given to obtain an exponential vector $T_{\text {exp }}$ :

$$
\begin{equation*}
T_{\text {exp }}=10^{\ell}-1 \tag{4.50}
\end{equation*}
$$

Hence, the relation shown below is used to map the maximum stoppable time onto an exponential vector:

$$
\begin{equation*}
T=\frac{t_{m}-t_{0}}{T_{e x p}^{\max }} T_{e x p} \tag{4.51}
\end{equation*}
$$

where $\chi$ is exponential spacing factor with an inverse relation with the exponential spacing of the time vector T and is the upper bound of the exponential curve $10^{a}$.

Fig.4.19 depicts a graphical representation of the non-uniform CVP approach based on exponential spacing of the nodal times $\left[T_{o}, T_{1}, \ldots, T_{N-1}\right]=t_{m}$ and nodal control variables $\left[\bar{u}_{0}, \bar{u}_{1}, \bar{u}_{2}, \ldots \bar{u}_{N-1}\right.$ ]. A derivation procedure of exponential spacing based non-uniform CVP is shown in the Fig.4.20.


Figure 4.19: Non-uniform CVP.

### 4.3.2.1 Non-uniform CVP analysis

The spacing between intervals in non-uniform CVP can be arbitrarily tuned by a controlling knob $\chi$ which is the exponential spacing factor. It can be reviewed in Fig.4.21 that for the finite time vector and constant number of nodes $N, \chi$ is inversely related to the intervals space.


Figure 4.20: Non-uniform CVP Derivation.

As we increase $\chi$, the initial spacing decreases and consequently the saturation effect begins to emerge. So the design engineer only has the freedom to adjust $\chi$ according to the design problem.

The impact of altering the number of nodes with a constant $\chi$ and a finite time vector is exhibited in Fig.4.22, and it can be observed that increasing the number of nodes also induces a saturation effect in the beginning intervals of the time vector.

As we expand the time vector with constant $\chi$ and $N$, the interval spacing at the beginning of the time vector increases due to which the reduction of the saturation effect occurs and can be judged in Fig.4.23.


Figure 4.21: Effect of $\chi$ with constant number of nodes and finite time vector.


Figure 4.22: Effect of varying the number of nodes with constant $\chi$ and finite time vector.


Figure 4.23: Effect of time vector with constant $\chi$ and number of nodes.

Non-uniform CVP analysis can be summarized as

- $\chi$ has inverse relation with exponential spacing in the presence of constant $N$ and finite time vector.
- $N$ has direct relation with exponential spacing in the presence of constant $\chi$ and finite time vector
- Expansion of time vector decreases the exponential spacing if $\chi$ and $N$ are considered fixed.
- $\chi$ and $N$ are tuning factors which can be adjust according to optimal problem for fixed time vector.


### 4.3.3 Interpolation

When collecting data from experimentation, such as for such a data set, good geometric reconstruction is essential, such as to prevent excessive behavior around sudden changes in the data. Geometric reconstruction is expected to represent the internal shape inferred from the original data set in many technical and scientific applications.

Under specific conditions, interpolation specifies a polynomial function that traverses the data points in the data set and links them, and interpolation techniques include Lagrange, Hermite, spline, and Newton interpolation.

For example, given points $\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots . .,\left(x_{n}, y_{n}\right)\right\}$ lie on the graph of a known function $\mathcal{F}$ and our goal is to find $\hat{\mathcal{F}}$ globally at some interval $\mathcal{F}[\mathcal{U} \mathcal{V}]$, where $\mathcal{U}=x_{1}$ and $\mathcal{V}=x_{n}$. Hence an interpolation polynomial is a straightforward solution to this problem.

When the number of interpolation points (data points in the data set) rises, a higher order of the polynomial is necessary to conduct interpolation. Furthermore, the higher-order polynomial has a tendency to fluctuate, which becomes particularly undesirable when the intended function includes additional properties such as monotonicity and convexity. To avoid the challenges associated with interpolation polynomials, a piecewise polynomial approach is adopted in which the interval is further broken into smaller subintervals, and then a low-order polynomial is applied to the subintervals [95].

The places at which the polynomial changes are referred to as knots and the data on the knots is referred to as nodes [96]. When the number of nodes rises in piecewise polynomial interpolation, the overall interpolation function remains relatively simple and therefore the basic elegance of polynomial interpolation is maintained.

The choice of interpolation method in a dynamic optimization problem can influence the performance of a nonlinear programming approach through the integration of a set of differential equations. In the nonlinear programming approach, the
interpolation nodes are the same design variable $\left[\bar{u}_{0}, \bar{u}_{1}, \bar{u}_{2}, \ldots \bar{u}_{N-1}\right]$, and a slight modification of the nodes results in a different interpolation response, which affects the performance index. In the high-order interpolation approach, piecewise cubic spline scheme, a small change in one node modifies the entire interpolation at all intervals. while even this minor change might result in significantly non-linear behavior, which causes a slew of problems for the optimization problem and the dynamic system. The piecewise cubic spline method, a third-order polynomial, has a smooth formation and nonlinear behavior, yet even a slight change in one node alters the interpolation's overall formation at all intervals. By applying a cubic spline to the control function, the control box constraints around the nodes are also violated [97].

Because of this, cubic spline is ineffective in highly nonlinear optimization problems. Consequently, to overcome the concerns of sensitivity to node variations and violation of control box constraints, a smooth and well-behaved interpolation approach, Piecewise Cubic Hermite Interpolation Polynomial (PCHIP), a 3rd order approach, is recommended because changes in a node only affect its neighbors [97].

The PCHIP function is capable of preserving the composition of the original vector due to its smooth first derivative [98]. In addition, it can be inferred from Fig. 4.24 that PCHIP has no overshooting problem and less oscillation than spline. The following are the attributes of PCHIP:

- It has the ability to preserve shape.
- It has the capability of monotonicity in intervals with monotonic data.
- This is the best option to deal with control box constraint and is less sensitive to node variation.
- It has less overshoot and undershoot than the spline.
- It evaluates the first derivative along the first and last intervals at the nodes.


Figure 4.24: PCHIP vs. Spline.

In our case, to deal with discontinuity in nodes, the PCHIP function is employed to approximate the smooth CV using nodal control variables $\bar{u}_{i}$ for each time interval $t \in\left(t_{i}, t_{i+1}\right)$. It is easy to put into action, and the PCHIP function in mathematical form is demonstrated as

$$
\begin{equation*}
u(\tau)=\hat{\beta}_{0} \bar{u}_{j}+\hat{\beta}_{1} \bar{u}_{j+1}+\nabla\left(\tilde{\beta}_{0} \mathcal{D}_{j}+\tilde{\beta}_{1} \mathcal{D}_{j+1}\right) \tag{4.52}
\end{equation*}
$$

where $\nabla, \hat{\beta}_{0}, \hat{\beta}_{1}, \tilde{\beta}_{0}$ and $\tilde{\beta}_{1}$ are defined as follows

$$
\begin{gather*}
\nabla=t_{j+1}-t_{j}  \tag{4.53}\\
\hat{\beta}_{0}=(1+2 \wedge)(1-\wedge)^{2}  \tag{4.54}\\
\hat{\beta}_{1}=(3-2 \wedge) \wedge^{2}  \tag{4.55}\\
\tilde{\beta}_{0}=\wedge(1-\wedge)^{2}  \tag{4.56}\\
\tilde{\beta}_{1}=\wedge^{2}(\wedge-1) \tag{4.57}
\end{gather*}
$$

where $\wedge=\frac{t-t_{j}}{\nabla} \quad t_{j} \leq t \leq t_{j+1}, j=0,1,2, \ldots, N-1, t_{j}$ is nodal time. While $\mathcal{D}_{j}$ shows the derivative of the nodal control variable and a detailed discussion about derivatives is given in [99].

### 4.3.4 Control Vector Parameterization Framework

This section will describe how the optimization framework is customized to execute optimal gliding trajectories. The major purpose of this research is on establishing the strategy for identifying the search space for the optimal dynamic trajectory. Many optimization problems do not have benchmark cases and therefore require an existing technique that can generate unique solutions in a real-time environment.

The optimization software capable of creating the optimal gliding trajectory in real time was chosen carefully while carrying out this study, which incorporates the two ideas of maximum stoppable time and stopping constraint. The majority of technical studies employed iterative numerical optimization software such as General Purpose Optimal Control Software (GPOPS) [100], Nonlinear Programming Solver (NPSOL) [101], Graphical Environment for Simulation and Optimization (GESOP) [102], Advanced Launcher Trajectory Optimization Software (ALTOS) [103] and Imperial College London Optimal Control Software (ICLOCS) [104].

A graphical user interface type software DS Simulia Isight has been used in this study to obtain the maximum range of SUGV. It is embedded with MATLAB where MATLAB works as SUGV. In this optimization software, according to the suggested CVP technique, the nodal control variables are regarded as output variables and the cost function and constraints are considered input variables.

A graphical illustration of the implementation framework is expressed in Fig. 4.25. DS Simulia Isight in conjunction with MATLAB performs Sequential Quadratic Programming (SQP) with multiple shooting method as a solver to compute uniform CVP and non-uniform CVP. In the SQP method, an iterative programming method, a quadratic programming (QP) problem is solved at each iteration.


Figure 4.25: CVP implementation framework.

QP approximates the gradient and Hessian at each iteration. SQP has an important advantage in this software that it does not depend on convergence because the QP subproblem if it is solvable at all, is solved in a finite number of iterations. The QP subproblem is solved by finding a search direction 'd' that is feasible with respect to all the constraints (feasibility step) and the optimal solution of the quadratic problem (optimal step).

### 4.4 Results and Discussion

The feasibility and effectiveness of the exponential based non-uniform CVP approach for an SUGV's gliding range is compared with the maximum elevator step
$\delta_{e}$ and classical uniform CVP approach in this section. For performance progression, we set $t_{m}$ to 850 s and N to 10,15 , and 20. A time vector with a specified N had its $\chi$ able to be adjusted as desired and for this study, the $\chi$ corresponding to the given nodes are tabulated in Tab.4.1. Simulations of the SUGV range maxi-

Table 4.1: $\chi$ Values.

| $N=10$ | $N=15$ | $N=20$ |
| :--- | :--- | :--- |
| 108 | 56 | 53.1 |

mization were performed using the dispersion points [92] given in Table 4.2. To
Table 4.2: SUGV Dispersion Points.

| States | Dispersion <br> Points | Units |
| :--- | :--- | :--- |
| V | 216 | $\mathrm{~ms}^{-1}$ |
| $\alpha$ | 0 | deg |
| $Q$ | 0 | $\mathrm{deg} \mathrm{s}^{-1}$ |
| $\theta$ | 0 | deg |
| $R$ | 0 | Km |
| $h$ | 10 | Km |

achieve the maximum glide range using the CVP approach, the bounds on $\alpha, \delta_{e}$ and $L F$ are given in [92]. We arrived at a constraint that fit our problem solving criterion by examining the impact of several restrictions on $Q$, and all constraints are listed in Table 4.3.

TABLE 4.3: SUGV constraints.

| Angle of Attack (deg) | Pitch Rate $\left(\mathrm{deg} \mathrm{s}^{-1}\right)$ | Load Factor | Elevator Deflec- <br> tion (deg) |
| :--- | :--- | :--- | :--- |
| $0 \leq \alpha \leq 2.65$ | $-1 \leq Q \leq 1$ | $L F \leq 1.007$ | $0 \leq \delta_{e} \leq 6$ |

### 4.4.1 Case 1: $N=10$

The simulation results for 10 nodes, comparing the proposed CVP approach with the maximum step input $\left(\operatorname{Max} \delta_{e}\right)$ of 6 deg and the conventional CVP approach
are elaborated. In the uniform CVP approach, the optimizer tried to obtain faster damping to generate steady gliding flight compared with the maximum step input. Fig.4.26 shows that when the SUGV dropped from the carrier platform, the optimizer produced a low angle of attack, which induced free fall, and then the optimizer tried to stabilize the gliding flight. As demonstrated in Fig.4.26, the non-uniform CVP approach provided excellent results for fast damping and steady gliding flight, reducing the impacts of fluctuations and increasing the gliding range by 121.25 km in Fig.4.27.

The variation in constraint profiles is shown in Figs.4.28, 4.29 and 4.30. Uniform CVP met the $\alpha$ requirement, with variations that stabilized after 280 s , but nonuniform CVP had a smooth $\alpha$ profile. The findings for the $Q$ constraint demonstrate that the non-uniform CVP approach beat the other reference approaches when it came to performance. The uniform CVP approach sought to keep the $Q$ profile between the limits but was unsuccessful. Fig.4.30 for the uniform CVP approach and maximum step input illustrates a violation and considerable variability in the load factor constraint profile.


Figure 4.26: $N=10$ : Gliding trajectory.


Figure 4.27: $N=10$ : Gliding range.


Figure 4.28: $N=10: \alpha$ constraint.


Figure 4.29: $N=10: Q$ constraint.


Figure 4.30: $N=10: L F$ constraint.


Figure 4.31: $N=10: \delta_{e}$ Constraint.

The non-uniform CVP approach,on the other hand, provided a less varying load factor constraint profile that assured steady gliding flight. Comparatively, the constraint profiles illustrate the maximum range progression and efficacy for the SUGV in addition to the suggested CVP approach for steady gliding flight.

The non-uniform CVP approach generated a control profile with less variability and less amplitude than the uniform CVP approach, as shown in Fig.4.31, ensuring the optimal gliding range and achieving steady gliding flight with less pressure on the elevator actuators.

### 4.4.2 Case 2: $\mathrm{N}=15$

This case illustrates the simulation outcomes with 15 nodes for the maximum step input of 6 deg, the conventional uniform CVP approach, and the proposed nonuniform CVP approach. By increasing the number of nodes, the control profile for the uniform CVP method became more variable, hence affecting the glide path.


Figure 4.32: $N=15$ : Gliding trajectory.

Uniform CVP for 15 nodes resulted in less free falling behavior than the uniform CVP for 10 nodes. In the uniform CVP strategy, the optimizer attempted to raise the alpha value closer to the ground to maximize the gliding range relative to the maximum elevator input. The uniform CVP technique did not provide promising results in terms of damped and steady gliding flight, but Figs.4.32, 4.33 illustrates that the suggested non-uniform CVP approach produced fast damping and steady gliding flight.

The suggested non-uniform CVP approach obtained a gliding range of 121.26 km and a horizontal range of 120.84 km , which are both encouraging results in damped and steady gliding flight when compared with the approaches discussed.

Figs.4.34, 4.35, and 4.36 demonstrate the constraint profile. Due to the increase in the number of nodes for the uniform CVP approach, the $\alpha$ constraint exhibited significant variance, while the suggested non-uniform CVP approach resulted in a negligible variance in the $\alpha$ constraint after commencement of gliding flight.


Figure 4.33: $N=15$ : Gliding range.


Figure 4.34: $N=15: \alpha$ constraint.


Figure 4.35: $N=15: Q$ constraint.


Figure 4.36: $N=15$ : $L F$ constraint.


Figure 4.37: $N=15: \delta_{e}$ Constraint.

Despite the uniform CVP approach's attempts to limit oscillations in the $Q$ constraint profile, the lower bound was exceeded. The suggested non-uniform CVP method met the $Q$ restrictions, and node increases caused saturation in the lower spacing of the CV , with this impact seen in the $Q$ profile.

The $L F$ profile demonstrates that the non-uniform CVP approach yielded a profile with little variation while meeting the requirement that ensured steady gliding flight. The constraint on the control input is expressed in Fig. 4.37. Despite the increase in the number of nodes, the control profile demonstrates that the suggested non-uniform CVP provided less stress on the elevator actuators and a smooth profile with little variance.

### 4.4.3 Case 3: $\mathrm{N}=20$

The optimal outcomes based on 20 nodes for the proposed non-uniform CVP, maximum step input. Fig.4.38 demonstrates that the optimizer tried to calculate
damped and steady gliding flight using a uniform CVP approach in contrast to the maximum step input results, while the uniform CVP technique resulted in fewer free fall situations than the prior cases.

The proposed non-uniform CVP method effectively generated an optimal gliding trajectory to address sluggish damping and unsteady gliding flight issues, and it optimized the gliding range to 121.28 km and the horizontal distance to 120.856 km . The uniform CVP approach, unlike the maximum step input, decreased the magnitude of the changes in $Q$ and $\alpha$ but did not result in damped and steady gliding flight. Figs.4.40, 4.41 and 4.42 illustrate the significance of the suggested non-uniform CVP method via the modification of restrictions.

The non-uniform CVP method provided the constraint results with a damped profile and satisfied the constraint values, but the suggested CVP revealed the increase in the number of nodes as saturation in the load factor. Fig.4.43 portrays the optimal control input profile. It can be observed that the uniform CVP method caused a minimal change in the input profile with low actuator pressure.


Figure 4.38: $N=20$ : Gliding trajectory.


Figure 4.39: $N=20$ : Gliding range.


Figure 4.40: $N=20: \alpha$ constraint.


Figure 4.41: $N=20: Q$ constraint.


Figure 4.42: $N=20: L F$ constraint.


Figure 4.43: $N=20: \delta_{e}$ Constraint.

To optimize the gliding range, it was found that the optimizer for the proposed CVP method mimicked the best control profile, with a tiny variance owing to the node increase at the outset. The maximum values of the constraint profiles for the chosen techniques are shown in Table 4.4 for numerical observation.

It can be seen that the constraint profiles of the non-uniform CVP approach based on exponential spacing met all of the constraints throughout the SUGV's gliding flight in the provided cases, while the maximum values of the $L F$ and $Q$ for the non-uniform CVP technique in Table 4.4 could also be used to assess the impact of the increment on the number of nodes.

To observe the superiority of the proposed non-uniform CVP, stopping values such as the stopping time $t_{s}$, gliding range $R_{g}$, and horizontal range $R_{h}$ of the SUGV after hitting the ground could be compared with other referenced methods, which are listed in Table 4.5.

It can be noted that the stopping time for the maximum step input was longer than the uniform and non-uniform CVP approaches because the pull-up condition avoided the free fall condition when releasing the SUGV from the carrier platform. Damping was slow due to unstable gliding flight, and because of this, the SUGV took longer to hit the ground.

On the other hand, the uniform CVP approach suffered from the free-fall problem for nodes 10 and 15 after leaving the dispersion points, which caused unsteady gliding flight, whereas the uniform CVP for node 20 experienced a lower free fall condition, which caused an increase in the gliding range compared with nodes 10 and 15 .

It was also noticed that the suggested non-uniform CVP method required an average stopping time for the maximum gliding flight when compared with the maximum input and uniform CVP approach because the non-uniform CVP approach successfully produced damped and steady gliding flight.

Table 4.5 indicates that the non-uniform CVP approach outperformed the maximum step input and uniform CVP approach for $R_{g}$ (maximum value of glide range) and $R_{h}$ (maximum value of horizontal range) values higher than 121 km and 120 km , respectively.

### 4.4.4 GPOPS vs Non-Uniform CVP

In this subsection, a comparison of the proposed CVP approach with the hpadaptive Gaussian quadrature collocation technique $[105,106]$ to maximize the range of SUGV is presented. The Lagrange polynomial is employed in the Gaussian quadrature collocation technique to estimate the state, and the points corresponding to the Gaussian quadrature are treated as the support points of the Lagrange polynomial.

On the other hand, the Gaussian quadrature collocation method is accomplished as a p-method, wherein increasing the degree of polynomial approximation leads to convergence inside the single interval.

TABLE 4.4: SUGV constraint values.

| Constraints | Max $\delta_{e}$ | Uniform CVP |  |  |  | Non-Uniform CVP |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | $N=10$ | $N=15$ | $N=20$ | $N=10$ | $N=15$ | $N=20$ |  |
| $\alpha(\mathrm{deg})$ | 4.6652 | 2.6480 | 2.6467 | 2.7040 | 2.6499 | 2.6500 | 2.6498 |  |
| $Q^{L}\left(\mathrm{deg} \mathrm{s}^{-1}\right)$ | -5.2350 | -1.9868 | -1.9298 | -1.9269 | -1.0000 | -0.9302 | -0.9387 |  |
| $Q^{U}\left(\mathrm{deg} \mathrm{s}^{-1}\right)$ | 8.8224 | 1.0000 | 0.9761 | 1.0191 | 0.2654 | 0.3114 | 0.8970 |  |
| LF | 1.7466 | 1.2591 | 1.2199 | 1.2155 | 1.0069 | 1.0064 | 1.0063 |  |
| $\delta_{e}(\mathrm{deg})$ | 6.0000 | 5.8487 | 5.8464 | 5.9430 | 5.8522 | 5.8524 | 5.8521 |  |

TABLE 4.5: SUGV stopping values.

| Constraints | Max $\delta_{e}$ | Uniform CVP |  |  |  | Non-Uniform CVP |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | $N=10$ | $N=15$ | $N=20$ | $N=10$ | $N=15$ | $N=20$ |  |
| $t_{s}(\mathrm{~s})$ | 839.351 | 802.215 | 792.177 | 838.989 | 816.190 | 814.735 | 814.023 |  |
| $R_{g}(\mathrm{~km})$ | 118.556 | 120.141 | 119.901 | 120.282 | 121.250 | 121.259 | 121.278 |  |
| $R_{h}(\mathrm{~km})$ | 117.993 | 119.553 | 119.260 | 119.758 | 120.831 | 120.840 | 120.856 |  |

A hp-adaptive approach combines the p-method with the h-method, modifying the number of mesh intervals and the degree of polynomial closeness within each mesh interval. To achieve a certain accuracy in the numerical solution of the dynamic optimal control problem, the hp-adaptive method takes advantage of the exponential convergence of the global Gaussian quadrature method by ensuring a smooth solution.

Additionally, it introduces more mesh points around discontinuities or rapidly changing solutions. The number of segments and the degree of the polynomial on each segment are modified until the user-specified tolerance is reached by taking into account the global approximation for the state variables.

GPOPS is a well-known tool for solving trajectory optimization and optimal control problems using the hp-adaptive Gaussian quadrature collocation technique. The gliding trajectory outcomes are presented in Fig. 4.44, and the suggested strategy outperformed the GPOPS response in obtaining the maximum range.


Figure 4.44: Gliding Trajectory.

The proposed CVP method defeated the GPOPS across a 300 m horizontal range difference. Fig. 4.45 illustrates a comparison of the gliding range (performance index profiles), revealing that the non-uniform CVP approach enhances the gliding range compared to GPOPS.

In Fig. 4.46, the smooth alpha constraint profile was generated using GPOPS, after a $722-$ sec glide flight, the $\alpha$ profile encountered the constraint boundary and stayed there until it made contact with the ground. Conversely, the CVP technique yielded a nonsmooth profile, but it touched the constraint at the point of impact.

The GPOPS optimizer attempts to maintain the SUGV's nose up, whereas the CVP scheme optimizer maintains an almost constant $\alpha$ between 90 and 480 seconds, and after this, the optimizer increases airspeed by pointing the nose down, then increases lift force by pointing the nose up to improve the gliding range.


Figure 4.45: Gliding Range.


Figure 4.46: $\alpha$ Constraint.

The pitch rate $Q$ constraint ensures stability during gliding flight, and GPOPS achieved faster stability than the prescribed CVP due to its adaptive technique. In Fig. 4.47, the $Q$ constraint profile is shown, and the GPOPS-based response reaches a lower limit and shows minimal variation in contrast to the CVP response.

The load factor constraint profile that allows for wing-level steady gliding flight is depicted in Fig. 4.48. Fig. 4.49 reveals the elevator deflection constraint profile for maximizing glide range. Compared to the optimizer of the GPOPS, the optimizer of the CVP method produced the optimal elevator deflection profile with less stress on the SUGV elevators. While, the GPOPS remains on the edge of the elevator deflection constraint to prevent violating the angle of attack limitation.

Furthermore, to evaluate the effectiveness of the proposed CVP approach, the optimal values of the constraints and stopping values are expressed in Tables 4.6 and 4.7.


Figure 4.47: $Q$ Constraint.


Figure 4.48: LF Constraint.


Figure 4.49: $\delta_{e}$ Constraint.

TABLE 4.6: GPOPS vs CVP constraint values.

| Constraints | GPOPS | CVP |
| :--- | :--- | :--- |
| $\alpha(\mathrm{deg})$ | 2.6500 | 2.6498 |
| $Q^{L}\left(\mathrm{deg} \mathrm{s}^{-1}\right)$ | -1.0000 | -0.9387 |
| $Q^{U}\left(\mathrm{deg} \mathrm{s}^{-1}\right)$ | 0.1629 | 0.8970 |
| LF | 1.0068 | 1.0063 |
| $\delta_{e}(\mathrm{deg})$ | 6.0000 | 5.8521 |

Table 4.7: GPOPS vs CVP stopping values.

| Values | GPOPS | CVP |
| :--- | :--- | :--- |
| $t_{s}(\mathrm{~s})$ | 815.001 | 814.023 |
| $R_{g}(\mathrm{~km})$ | 120.942 | 121.278 |
| $R_{h}(\mathrm{~km})$ | 120.525 | 120.856 |

### 4.5 Summary

In this chapter, Instead of employing a time-scaling approach, the concept of considering the height as a stopping constraint was modified for the maximum stoppable time to achieve the maximum gliding range. To enhance the gliding range of an SUGV, a non-uniform CVP approach based on the notion of exponential spacing was presented to provide damped and steady gliding flight. The beauty of the proposed non-uniform CVP approach is that the exponential spacing via $\chi$ can be changed to suit the needs of the problem and $\chi$ has an inverse relationship with exponential spacings between the intervals.

The proposed CVP approach does not have a complex derivation procedure and is easy to implement because the exponential spacing factor $\chi$ and the number of nodes $N$ are design parameters to achieve the desired optimal response within a specified $t_{m}$. According to the simulation results in all three cases, the proposed non-uniform CVP approach outperformed the uniform CVP approach in terms of optimal control throughout the gliding flight, ensuring damped and steady gliding flight and maximizing the gliding range. Increasing the node count (Cases 1 to 3) in the proposed CVP approach decreased the convergence rate, increased the complexity of the optimizer, and increased the saturation at the start of the time vector.

Compared with the maximum step input simulations, the proposed non-uniform CVP presented gliding flight with an increase of 2.722 km in the gliding range and 2.863 km in the horizontal range. The non-uniform CVP approach increased the gliding range by 1.377 km and the horizontal range by 1.098 km relative to the uniform CVP approach. Furthermore, the non-uniform CVP approach achieved a horizontal range 856 m higher than the horizontal range of 120 km given in the literature. The efficacy of the proposed non-uniform CVP approach were validated by simulations executed in the MATLAB and DS Simulia Isight environments. To perform the dynamic optimization based on the proposed CVP approach, the SQP method is adopted as an optimizer in DS Simulia Isight and during this study, MATLAB plays its role as a dynamic system of SUGV.

To further evaluate the performance of the proposed non-uniform CVP approach, a comparison is made with the hp-adaptive Gaussian quadrature collocation technique. GPOPS, a very well-known tool based on the hp-adaptive Gaussian quadrature collocation technique, has been successfully used to compare the profiles of SUGV constraints and glide trajectories. GPOPS met all the constraints, but the proposed CVP outperformed the horizontal range with 330 m .

## Chapter 5

## Range Guidance and Control for SUGV

The application of UGV range extension is the major theme of this dissertation. This chapter describes the development of Sliding Mode Control (SMC) techniques based on the highly nonlinear model presented in Chapter 3. In this chapter, a range guidance scheme dependent on dispersion points is formulated to ensure attaining the desired range. The saturation effect in the control input and fluctuations in the range guidance command cause a terminal error in the desired range.

To overcome these problems, Integral Action (IA) based SMC (IA SMC) has been designed. Additionally, simulations based on PID SMC and IA SMC are carried out for two different ranges of 120 km and 125 km to asses the terminal error. Additionally, a quantitative analysis is conducted between PID SMC and IA SMC to observe the effectiveness.

The basic theory of SMC is described in Section 5.1. Range guidance formulation and problem formulation are described in Sections 5.2 and 5.3, respectively. The implementation of the designed controllers is explained in section 5.4. In section 5.5, simulation results are discussed, and a quantitative analysis is described in section 5.5.3. Finally, Section 5.6 concludes the chapter.

### 5.1 Sliding Mode Control

Sliding mode control (SMC) originated in the former USSR in the 1950s but became popular in the wider control engineering community in the 1960s after Utkin's [107] landmark research. SMC has gained considerable recognition in the field of linear [108], nonlinear [109], and robust control [110] communities and has made significant contributions to both theoretical and practical control engineering [111-115].

SMC has mainly attracted the interest of control engineers or theorists due to its inherent robustness property and it offers desirable performance even in the presence of disturbances, unmodeled dynamics, and parametric uncertainties. The main advantage of SMC is its low sensitivity to system parameter variations, which avoids the need for exact modeling. During controller design, there is always a dissimilarity between the actual model and its mathematical model.

Unstructured or unmodeled uncertainty can result from a glitch in a mathematical model, whereas structural or parametric uncertainty might result from an inaccuracy in the actual system. Designing a controller for the intended performance in the midst of disturbance and uncertainty is a difficult challenge. If disturbances and uncertainties are not managed properly, they have a negative impact on the system and can lead to dynamic instability.

A robust control strategy is needed to avoid instability and disruption. A robust controller is primarily composed of feedback control laws that maintain stability with additional laws that ensure robustness against disturbances. Hence SMC is a suitable control approach that has stability and robustness capability and can be designed for both linear and nonlinear systems. SMC law is not time-dependent and it has the characteristic of variable structure control as it continually modifies its control structure in accordance with the location of the system trajectories.

Creating the sliding surface in error space or state space before designing the SMC law is the most crucial stage. The sliding surface, which may be linear [116] or nonlinear [117], is a user-defined criterion that determines how well the sliding mode
controller performs [118]. The SMC comprises a high-speed switching control that directs the trajectory of the system to a designated sliding surface and compels it to stay there at all times.

The states of the system must continually pass and repass the sliding surface until the divergence from the surface is zero, and the system eventually glides down the surface. The SMC generates a discontinuous control signal for this purpose.

The corresponding state of the system is known as sliding mode, and the accompanying motion is known as sliding motion. To restrict the discontinuous control signal generated in response to the sliding motion, a switching function with a predetermined amplitude is required.

While from any initial conditions in the state space, the system's trajectory is compelled to contact the sliding surface. This phase is known as the reaching phase.

Consequently, there are two key phases to executing the overall sliding mode control approach.

- Reaching phase: The phase in which the system trajectory is steered in a finite time from any initial condition to the sliding surface.
- Sliding motion: During this phase, the trajectory of the system is propelled to slide along the sliding surface and approach the origin.

A graphical demonstration of these two phases is also shown in Figure 5.1, in turn give rise to a two-step design strategy.

Furthermore, the design of the SMC law consists of two design phases.

- Sliding surface design: A sliding surface is chosen with the desired dynamic properties and can be linear or nonlinear.
- Control law design: A control law is usually a combination of equivalent control and discontinuous control. This law has to meet the criteria of stability, sliding on the surface, and reaching in finite time.


### 5.1.1 Sliding Surface Design

The selection of a stable surface in the state space or error space on which the sliding motion is always confined is referred to as the sliding surface. In the literature, sliding surfaces are referred to by various names such as sliding manifolds, switching surfaces, and discontinuous surfaces.

The sliding surface depends on the dynamics of the system, so it must be designed in such a way that it meets all the requirements. In principle, SMC design entails determining a sliding surface that reflects desirable stable dynamics for the closedloop system, and the trajectories of the controlled system are pushed onto the sliding surface, ensuring that the design parameters are met.


Figure 5.1: Demonstration of phases.

Starting from a given initial condition, the trajectories of the system are brought along the sliding surface, and at this stage, the system is sensitive to parametric uncertainties and perturbations. The trajectories of the system are insensitive to parametric uncertainties and disturbances once SMC initiates the sliding motion on the sliding surface [119].

To avoid or reduce the sensitivity problem, several methods have been published [120]. After accomplishing the design of sliding surface, The desired closed loop performance can be possible If the velocity vectors of the system trajectories are always pointing towards the sliding surface.

In light of this discussion, the design summary of the sliding surface can be itemized as

- The sliding motion is entirely related to the design of the sliding surface.
- A sliding surface can be designed as linear or nonlinear regardless of whether the actual system is linear or nonlinear.
- The sliding surface dynamics reveal the system's performance during the sliding motion.


### 5.1.2 Control Law Design

The SMC law guarantees that system trajectories will attain reaching phase and slide motion in the finite time given any initial conditions in state space or error space. A sliding mode controller, on the other hand, is a hybrid of equivalent control and discontinue control.

Hence, SMC law $u$ is

$$
\begin{equation*}
u=u_{e q}+u_{d i s} \tag{5.1}
\end{equation*}
$$

The equivalent part of control law ensures that the system dynamics converge to the equilibrium point and stay on the sliding surface and discontinue part ensures that system dynamics remain in sliding motion in sliding mode.

### 5.1.2.1 Equivalent Control

Equivalent control acts as a continuous control during contact with the sliding surface and ensures that the change in trajectory of the system is perpendicular
to the sliding surface [121]. If switching control is considered and can be observed in the Figure 5.2, the trajectory of the system is not perpendicular to the sliding surface.


Figure 5.2: Concept of equivalent control [121].

In essence, the trajectory's dynamic motion on the sliding surface is averaged over the trajectory dynamics on both sides of the sliding surface. Thus dynamics during sliding can be calculated from $\dot{S}_{s}=0$ and by solving $\dot{S}_{s}=0$, equivalent control $u_{e q}$ is obtained.

### 5.1.2.2 Discontinue Control

The discounting control $u_{\text {dis }}$ is a high-frequency switching control that ensures the finite time convergence and the sliding motion of the system trajectory on the sliding surface. Moreover, SMC becomes insensitive to the disturbance because of $u_{\text {dis }}$. Various $u_{\text {dis }}$ rules have been proposed in the existing literature as follows

- Constant reaching law:

$$
\begin{equation*}
U_{\text {dis }}=-\operatorname{ksign}\left(S_{s}\right) \quad k>0 \tag{5.2}
\end{equation*}
$$

where $k$ is rate of decay to converge the sliding surface.

- Exponential reaching law:

$$
\begin{equation*}
U_{d i s}=-k_{1} \operatorname{sign}\left(S_{s}\right)-k_{2} S_{s} \quad k_{1}, k_{2}>0 \tag{5.3}
\end{equation*}
$$

where $k_{2} S_{s}$ increases the speed of trajectories to approach the sliding motion.

### 5.1.3 Chattering

To maintain the sliding motion, the trajectories of the system crosses and recrosses the sliding surface, and this phenomenon produces high-frequency fluctuations. Unfortunately, this fluctuation is the main drawback of SMC and is known as chattering, as shown in the Fig. 5.3. Chattering is caused by the switching function within the S-plane of the sliding surface $S_{s}=0$.


Figure 5.3: Chattering Problem.

$$
U_{d i s}(t)= \begin{cases}U_{d i s}^{+}(x, t) & S_{s}(x)>0  \tag{5.4}\\ 0 & S_{s}(x)=0 \\ U_{d i s}^{-}(x, t) & S_{s}(x)<0\end{cases}
$$

Furthermore, chattering accelerates the wear and tear of actuators, reduces the accuracy of the controller and increases the probability of dynamics not predicted by the models.

To deal with the chattering problem, high-order sliding mode like super twisting algorithm [122], Real twisting algorithm [123], dynamic sliding mode [124], boundary layer approximation [125], decaying boundary layer of sliding surface [126], and various functions such as sigmoid, saturation and hyperbolic [127-129] have been proposed to smooth the discontinues control law.

### 5.1.4 Relative Degree and Stability Analysis

## Relative Degree

The relative degree can be understand as control input $u$ first appears explicitly only in the $r$ th total time derivative of output $y$ [130]. The relative degree is of great importance for designing the sliding surface.

A Horowitz polynomial is a very common way to design a sliding surface that depends on relative degree.

To understand the concept of relative degree, consider a triple integral problem, where $y=x_{2}$ is the output.

$$
\begin{gathered}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=x_{3} \\
\dot{x}_{3}=u
\end{gathered}
$$

Let the above problem be solved to find the relative degree.

$$
\dot{y}=\dot{x}_{2}=x_{3} \Rightarrow \ddot{y}=\dot{x}_{3}=u
$$

Thus in the above example finding $u$ requires differentiating the output twice, and the relative degree $r$ of the problem is two.

## Stability Analysis

The SMC law is formulated in such a way that it moves the state of the system to the sliding surface ensuring the existence of the sliding mode. The reachability condition, which is placed on the control law, is used to verify the sliding mode.

Generally, Lyapunov stability analysis is used to identify the condition of the reachability condition. The stability analysis of the sliding surfaces can be determined by representing a quadratic Lyapunov functional and its time derivative as follows

$$
\begin{gather*}
V=0.5 S_{s}^{2}  \tag{5.5}\\
V=S_{s} \dot{S}_{s} \tag{5.6}
\end{gather*}
$$

SMC law is designed to assure the reachability condition that guarantees the finite time convergence.

$$
\begin{equation*}
S_{s} \dot{S}_{s}<0 \tag{5.7}
\end{equation*}
$$

The following conditions must be satisfied to check asymptotic stability for closedloop SMC.

- $\dot{V}<0$ for $S_{s} \neq 0$
- $\lim _{\left|S_{s}\right| \rightarrow \infty} V=\infty$


### 5.2 Range Guidance Formulation

A graphical formulation of range guidance for a SUGV during gliding flight is shown in figure 5.4. where $u$ and $w$ are the velocity components of the wind speed V. $D P_{R}$ and $D P_{h}$ are the dispersion points (dropping parameters from carrier platforms such as aircraft, fixed-wing drones) of the SUGV.

The relationship between dispersion points and horizontal range is as follows

$$
\begin{equation*}
\check{\partial}=\frac{h_{o}-D P_{h}}{R_{g}-R_{o}} \tag{5.8}
\end{equation*}
$$

where $R_{o}$ can be replaced by $D P_{R}$ since both variables are showing the initial value of the horizontal range which is zero in this scenario. $R_{g}$ in (5.8) represents the intended horizontal range and ð represents the glide ratio.

The following relation, based on the assumption that the glide angle and the flight path angle are the same, is used to determine the flight path angle $\gamma$ based on $R_{g}$.

$$
\begin{equation*}
\gamma=\tan ^{-1}(\mathrm{\delta}) \tag{5.9}
\end{equation*}
$$

To achieve unpowered range guidance, a range guidance command pitch angle $\theta_{c}$ is produced in (5.10), depending on $\alpha$ and $\gamma$ in (5.9).

$$
\begin{equation*}
\theta_{c}=\alpha+\gamma \tag{5.10}
\end{equation*}
$$

where $\alpha$ is the current state of the SUGV. One thing worth noting here about the range guidance command $\theta_{c}$ is that it directly depends on the intended range $R_{g}$ and $\alpha$. While $\gamma$ will remain constant for this guidance command $\theta_{c}$ but $\alpha$ merely has the flexibility to alter.

### 5.3 Problem Formulation

Consider the general form of the SUGV nonlinear system shown below.

$$
\begin{gather*}
\dot{x}=f(x)+g(u)  \tag{5.11}\\
y=h x  \tag{5.12}\\
x_{D P}=x_{t_{0}} \tag{5.13}
\end{gather*}
$$

where $f$ and $g$ are vector fields. This is considered to be the relation of $x$ to $\Re^{n}$ for $t \geq$ but is usually interpreted as $x \in \Re^{n} . x$ represents the state vector of the SUGV system (5.11). $h \in \Re^{m \times n}$ denotes the output vector, $y \in \Re^{m}$ is the desired scalar output that needs to be controlled, and $x_{D P} \in \Re^{n}$ is the dispersion point
vector. Before moving on to the design challenge, we must first understand the basic concepts of controllability, output controllability, and observability. Because these factors decide whether or not a system is appropriate for controller design.


Figure 5.4: Range Guidance.

Controllability: If the control inputs cannot control any of the states of the depicted system, then the intended controller cannot control the states. We are implying that the control input must influence the behavior of each state.

This idea is crucial for state feedback control, stabilization control, and optimal control. Controllability may be described as the input to a system that moves each state from an initial state to a desired final state, and a system that meets the criteria is controllable, otherwise, the system is uncontrolled.

Controllability can therefore be defined in mathematical language as a nonlinear system (5.11), with vector fields $f$ and $g$, is controllable, if and only if there exists a region $D$ such that the vector fields $\left\{g, a d_{f} g, \ldots, a d_{f}^{n-1} g\right\}$ are linearly independent in $D$.

To verify controllability, the following steps are required.

- Compute the vector field $\left\{g, a d_{f} g, \ldots, a d_{f}^{n-1} g\right\}$ by the Lie derivatives.
- Check whether the vector field is full rank or not.

Output controllability: Output controllability is slightly different from controllability as it relates to the input and output of the system. This concept is very helpful for controllers that rely on output tracking. The ability of a system input to move a desired system output from any initial condition to the final condition in a finite time is referred to as output controllability.

The output controllability can be considered as a nonlinear system (5.11), with $f$, $g$ and $h$ vector fields, is output controllable, if and only if there exists a region $\tilde{D}$ such that the vector fields $\left\{h g, h a d_{f} g, \ldots, h a d_{f}^{n-1} g\right\}$ are linearly independent in $\tilde{D}$. The output controllability can be calculated mathematically by the following step.

- Compute the vector field $R=\left\{g, a d_{f} g, \ldots, a d_{f}^{n-1} g\right\}$.
- Check the vector field $\operatorname{rank}(R)=n$ to verify output controllability.

Observability: So far, for the conditions of controllability and output controllability, it has been assumed that all states of a nonlinear system exist. Sometimes the availability of states is important for fault detection, fault-tolerant control, and system monitoring.

Unfortunately, no single state of the system is rarely available because a sensor on each state is expensive and then requires the available measured output to reconstruct the state. This reconstruction of the state depends on observability. If this condition is fulfilled, it means that the state can be built. Observability can be stated as if at any initial condition a state vector can be extracted from the output of the system in a finite time, then the system is observable, otherwise, it is unobservable.

In mathematical form, observability can be described as the $f$ and $h$ vector fields are observable, if and only if there exists a region $\hat{D}$ in which the vector fields $\left\{h, h a d_{f}, \ldots, h a d_{f}^{n-1}\right\}^{T}$ are linearly independent in $\hat{D}$.

The observability of any nonlinear system can be calculated as

- Compute the vector field $\varnothing=\left\{h, h a d_{f}, \ldots, h a d_{f}^{n-1}\right\}^{T}$.
- If $\operatorname{rank}(\varnothing)=n$ then observability exits.

The following is the controller design statement for unpowered range guidance:

Problem: Given a desired command signal $\theta_{c} \in \Re$, design a feedback control approach in terms of the control $u$ such that the desired command $\theta_{c}$ is an attractive set for $\theta$, so that there exists an $\epsilon>0$, such that $\theta\left(t: t_{o}, x_{D P}\right) \rightarrow \theta_{c}$, as $t \rightarrow \infty$ for any initial condition $\left(t_{o}, x_{D P}\right) \in \Re^{+} \times B\left(\theta_{c}: \epsilon\right)$. While designing the controller, a few assumptions are also taken into consideration.

- Assumption 1: SUGV nonlinear dynamics are controllable and output controllable.
- Assumption 2: All states are measurable.
- Assumption 3: Nonlinear disturbances such as atmospheric conditions, unmodel dynamics, and parameter uncertainties are neglected.


### 5.4 Controller Design

In this section, the SMC-based nonlinear controller design is presented and the sliding surface is constructed in such a way that it acts like a PID sliding surface.

### 5.4.1 Integral Action

To mitigate the saturation effect in range guidance law and to facilitate the smooth guidance command $\theta_{c}$ generated from (5.10), an integral action denoted by $\Omega \in \Re^{1}$, is established as follows

$$
\begin{gather*}
\dot{\partial}_{\theta_{c}}=\Xi\left(\theta_{c}-\partial_{\theta_{c}}\right)  \tag{5.14}\\
\Omega=\int e d t \tag{5.15}
\end{gather*}
$$

where $\Xi \in \Re$ is strictly positive, constant design gain, and $\partial_{\theta_{c}} \in \Re^{1}$ is filtered command.

To quantify the desired task, an output tracking error, illustrated by $e \in \Re^{1}$, is defined as

$$
\begin{equation*}
e=\partial_{\theta_{c}}-\theta \tag{5.16}
\end{equation*}
$$

### 5.4.2 Sliding Surface Design

The initial stage in constructing the sliding mode controller is to design the sliding surface. To design the sliding surface, the Hurwitz polynomial for $\Omega$ is selected as

$$
\begin{equation*}
S_{S_{I A}}=\Omega\left(\tilde{C}_{1} \frac{d}{d t}+\tilde{C}_{2}\right)^{r_{d}-1} \tag{5.17}
\end{equation*}
$$

where $r_{d} \in \Re$ identifies a relative degree which is 3 in the case of (5.11). Hence the desired sliding surface $S_{S_{I A}}$ is computed as follows

$$
\begin{equation*}
S_{S_{I A}}=\tilde{C}_{1}^{2} \ddot{\Omega}+2 \tilde{C}_{1} \tilde{C}_{2} \dot{\Omega}+\tilde{C}_{2}^{2} \Omega \tag{5.18}
\end{equation*}
$$

where $\tilde{C}_{1}, \tilde{C}_{2} \in \Re$ are designing parameters. In (5.18), substitute $\Omega$ from (5.15) for simplicity.

$$
\begin{equation*}
S_{S_{I A}}=K_{p} e+K_{i} \int e+K_{d} \dot{e} \tag{5.19}
\end{equation*}
$$

where $k_{P}, k_{i}$ and $k_{d}$ are $2 \tilde{C}_{1} \tilde{C}_{2}, \tilde{C}_{2}^{2}$ and $\tilde{C}_{1}^{2}$, respectively and a graphical structure of (5.19) can also be expressed in Fig. 5.5.

### 5.4.3 Range Guidance Law

SMC law is a sum of $\tilde{U}_{e q}$ and $\tilde{U}_{\text {dis }}$ to ensure reaching phase, and it has to ensure that the trajectory stays on the sliding surface after it has reached the sliding surface.

Equivalent control $\tilde{U}_{e q}$ is calculated by taking time derivative of $S_{S_{I A}}$ (5.19) and put equal to zero.

$$
\begin{equation*}
\dot{S}_{S_{I A}}=K_{p} \dot{e}+K_{i} e+K_{d} \ddot{e} \tag{5.20}
\end{equation*}
$$



Figure 5.5: Graphical structure of $S_{S_{I A}}$.

Plugging (3.28, $M$ from (3.32), $C_{M}$ from 3.34) and (5.16), $\dot{S}_{S_{I A}}=0$ is written as

$$
\begin{equation*}
0=K_{p} \dot{e}+K_{i} e+K_{d}\left(\ddot{\partial}_{\theta_{c}}-a_{11}-a_{00} \tilde{U}_{e q}\right) \tag{5.21}
\end{equation*}
$$

After simplification, expression of $\tilde{U}_{e q}$ is

$$
\begin{equation*}
\tilde{U}_{e q}=\frac{1}{a_{00} K_{d}}\left(K_{p} \dot{e}+K_{i} e+K_{d}\left(\ddot{\partial}_{\theta_{c}}-a_{11}\right)\right) \tag{5.22}
\end{equation*}
$$

where $a_{00}$ and $a_{11}$ are $\frac{\rho V^{2} S \bar{C} C_{M_{\delta_{e}}}}{2 I_{y}}, \frac{\rho V^{2} S \bar{C}}{2 I_{y}}\left(C_{M_{\alpha}} \alpha+\frac{C_{M_{Q}} Q \bar{C}}{2 V}\right)$, respectively.
A fundamental disadvantage of SMC known as "chattering" has already been highlighted, and a modified strong exponential reaching law based on atan function is used to eradicate the chattering. atan, $\forall S_{S} \in \Re$ is a smooth continuous, differentiable, nonlinear, odd, and real-valued $S$-shaped function which can operate as a smooth switching function. Additionally, atan has the following properties:

$$
\begin{align*}
& \max _{S_{S} \in \Re} \wp\left(S_{S}\right)=\lim _{S_{S} \rightarrow \infty} \wp\left(S_{S}\right)=\jmath  \tag{5.23}\\
& \min _{S_{S} \in \Re} \wp\left(S_{S}\right)=\lim _{S_{S} \rightarrow-\infty} \wp\left(S_{S}\right)=-\jmath
\end{align*}
$$

where $\jmath$ presents the bounds on the function atan, and it is $\frac{2}{\pi}$, and can be seen in Fig. 5.6. From the Fig. 5.6, it can be checked that the atan function is an antisymmetric, monotonic, and uniformly bounded function.


Figure 5.6: atan switching function with bound.


Figure 5.7: atan switching function with different slopes.
atan function with various $\beta$ slopes is also displayed in Fig. 5.7. It is also noted that when $\beta$ is adjusted, it originates the changeable boundary layer width around the sliding surface. An additional term $S_{S_{I A}}^{3}$ is introduced in the exponential reaching law based on atan to increase the response to reach the equilibrium point of the sliding surface whether the system is moving away from or near the sliding surface. In strong exponential reaching law, to ensure the fast approach, the designing gains of $S_{S_{I A}}, S_{S_{I A}}^{3}$ should be increased while the gain of $\tan ^{-1}\left(S_{S_{I A}}\right)$ should be decreased. So the following discontinuous control law $\tilde{U}_{\text {dis }}$ is employed as

$$
\begin{equation*}
\tilde{U}_{d i s}=b_{00} \frac{2}{\pi} \tan ^{-1}\left(\beta S_{S_{I A}}\right)+b_{11} S_{S_{I A}}+b_{22} S_{S_{I A}}^{3} \tag{5.24}
\end{equation*}
$$

where $b_{00}, b_{11}, b_{22} \in \Re$ are designing gains for $\tilde{U}_{\text {dis }}$ and the entire range guidance law is given as follows

$$
\begin{align*}
\tilde{U}= & \frac{1}{a_{00} K_{d}}\left(K_{p} \dot{e}+K_{i} e+K_{d}\left(\ddot{\partial}_{\theta_{c}}-a_{11}\right)\right)  \tag{5.25}\\
& +b_{00} \frac{2}{\pi} \tan ^{-1}\left(\beta S_{S_{I A}}\right)+b_{11} S_{S_{I A}}+b_{22} S_{S_{I A}}^{3}
\end{align*}
$$

### 5.4.4 Stability Analysis

To ensure the stability of the controller for SUGV range guidance, the AI SMC must satisfy the following theorem.

Theorem 5.1. Considered the SUGV nonlinear system in (5.11) and the range guidance law in (5.25) then the AI SMC is asymptotically stable as

$$
\begin{equation*}
\dot{\varrho} \leq-\Lambda_{1}\left|S_{S_{I A}}\right|-\Lambda_{2} S_{S_{I A}}^{2}-\Lambda_{2} S_{S_{I A}}^{4} \tag{5.26}
\end{equation*}
$$

where $\Lambda_{1}, \Lambda_{2}$ and $\Lambda_{3}$ are the positive design constants.

Proof. To prove this theorem, consider the time derivative of sliding surface $S_{S_{I A}}$ represented in (5.20), one obtains

$$
\begin{equation*}
\dot{S}_{S_{I A}}=K_{p} \dot{e}+K_{i} e+K_{d} \ddot{e} \tag{5.27}
\end{equation*}
$$

After substituting the error from (5.16) and range guidance law (5.24) in (5.27) then resultant time derivative of $S_{S_{I A}}$ becomes

$$
\begin{align*}
\dot{S}_{S_{I A}}= & -a_{00} K_{d}\left(b_{00} \frac{2}{\pi} \tan ^{-1}\left(\beta S_{S_{I A}}\right)\right.  \tag{5.28}\\
& \left.-b_{11} S_{S_{I A}}-b_{22} S_{S_{I A}}^{3}\right)
\end{align*}
$$

To check the stability condition, a quadratic Lyapunov candidate function is chosen as

$$
\begin{equation*}
\varrho=0.5 S_{S_{I A}}^{2} \tag{5.29}
\end{equation*}
$$

Time derivative of (5.29) yields

$$
\begin{array}{r}
\dot{\varrho}=S_{S_{I A}}\left(-a_{00} K_{d}\left(b_{00} \frac{2}{\pi} \tan ^{-1}\left(\beta S_{S_{I A}}\right)-b_{11} S_{S_{I A}}-b_{22} S_{S_{I A}}^{3}\right)\right) \\
\dot{\varrho} \leq-\Lambda_{1} S_{S_{I A}} \frac{2}{\pi} \tan ^{-1}\left(\beta S_{S_{I A}}\right)-\Lambda_{2} S_{S_{I A}}^{2}-\Lambda_{2} S_{S_{I A}}^{4} \tag{5.31}
\end{array}
$$

where $\Lambda_{1}, \Lambda_{2}$ and $\Lambda_{3}$ are $a_{00} K_{d} b_{00}, a_{00} K_{d} b_{11}$ and $a_{00} K_{d} b_{22}$, respectively. It is evident from Fig. 5.6 that $S_{S_{I A}} \frac{2}{\pi} \tan ^{-1}\left(\beta S_{S_{I A}}\right)$ can be transformed into $\left|S_{S_{I A}}\right|$ then (5.31) is negative definite if $\Lambda_{1}, \Lambda_{2}, \Lambda_{3}>0$.

Consequently, the following result confirms the negative definiteness of the AI SMC scheme.

$$
\begin{equation*}
\dot{\varrho} \leq-\Lambda_{1}\left|S_{S_{I A}}\right|-\Lambda_{2} S_{S_{I A}}^{2}-\Lambda_{2} S_{S_{I A}}^{4} \tag{5.32}
\end{equation*}
$$

Now, stepping back to understand, the AI SMC based $\tilde{U}$ ensures the enforcement of $\theta$ to $\partial_{\theta_{c}}$. Therefore, this results in asymptotic convergence of the measured state of the SUGV to the range guidance command.

### 5.5 Results and Discussion

In this section, for range guidance, performance studies of the proposed Integral Action (IA) SMC and PID SMC are presented. The obtained outcomes are succinctly demonstrated to authenticate the improvements in gliding flight for a range of 120 km and 125 km . A closed loop range guidance approach has been expressed
in the Fig.5.8. For PID SMC, sliding surface is written as


Figure 5.8: AI SMC scheme for range guidance.

$$
\begin{equation*}
S_{S_{P I D}}=K_{p} e+K_{i} \int e+K_{d} \dot{e} \tag{5.33}
\end{equation*}
$$

where $e$ is $\theta_{c}-\theta$. The design gains for $S_{S_{I A}}, S_{S_{P I D}}$ and $\tilde{U}_{\text {dis }}$ are kept identically to make a comparison between PID SMC and IA SMC and all design gains are tabulated in Table 5.1. For range guidance, simulations are performed using the Dispersion Points (PDs) [92] listed in Table 5.2.

Table 5.1: Design gains for AI SMC and PID SMC.

| $K_{p}$ | 0.0621 | $b_{00}$ | 0.9 |
| :---: | :---: | :---: | :---: |
| $K_{i}$ | 0.0100 | $b_{11}$ | 0.7 |
| $K_{d}$ | 0.0964 | $b_{22}$ | 0.6 |

Table 5.2: Dispersion Points for range guidance.

| States | DPs |
| :--- | :--- |
| V | $216 \mathrm{~ms}^{-1}$ |
| $\alpha$ | 0 deg |
| Q | 0 deg s |
| $\theta$ | 0 deg |
| R | 0 km |
| h | 10 km |

### 5.5.1 Case A: 120 km

An unpowered gliding flight response for the PID SMC and IA SMC controllers is shown in Fig. 5.9. After launching the SUGV, the PID SMC controller employs a slow reaction to stabilize the vehicle, and this reaction encounters the free fall effect between the 0.8 km range and to 2.2 km range.

In the presence of the PID SMC controller, however, a terminal error of 281.3 m is recorded, which the controller cannot regulate because of the non-smooth response of $\alpha$ in the range guiding command (5.10).

In the context of PID SMC, this is also one of the main reasons that cause a terminal error. On the other hand, the IA SMC follows a filtered range guidance command that is free of fluctuations and thus a terminal error of 0.35 m is observed.


Figure 5.9: Gliding flight for 120 km range.

The combination of $\alpha$ and $Q$ provides damped and stable gliding flight which is additionally treated to decrease Phugoid oscillations. In the case of PID SMC, the $\alpha$ profile begins with a negative angle, indicating that the SUGV's nose is down and the weight is greater than the lift force.

At the same time, pitch rate $Q$, which is also responsible for dynamic stability, has a value of $-2.5 \mathrm{deg} \mathrm{s}^{-1}$, indicating that the SUGV experienced jerky angular momentum, leading to free fall behaviour.

The IA SMC controller, on the other hand, provides faster damping and stabilization to the SUGV. This can be noted in Figs. 5.10 and 5.11. The output tracking response of commanded profile for the PID SMC and IA SMC is displayed in Figs. 5.12 and 5.13.

The range guiding command (5.10) swings in the PID SMC tracking situation due to the rapid shift in $\alpha$. On the other hand, in the case of IA SMC tracking, range guiding command is smooth due to integral action (5.14, 5.15).

The flight path angle $\gamma$ in Fig. 5.14 can also be considered as the tracking criterion between PID SMC and IA SMC because the range guidance command is a combination of $\alpha$ and $\gamma$. In other words, if we indirectly monitor $\gamma$, we control $\theta$ because $\theta$ is also a sum of $\gamma$ and $\alpha$, which is the inherent state of SUGV.


Figure 5.10: $\alpha$ profile for 120 km range.


Figure 5.11: $Q$ profile for 120 km range.

Every physical system has some limit on the control input, if the control input exceeds the limit it can become uncontrollable or degrade the performance but in our study, the elevator deflection ranges from $0^{\circ}$ to $6^{\circ}$.

To achieve the actuation limit, a saturation block is introduced, which can be noticed in Fig. 5.8. When the PID SMC scheme is employed to attain the attended range, the actuation effect from Fig. 5.15 can be assessed and this is also a source of the terminal error in the gliding range.

Consequently, the proposed control scheme is completely independent of the actuator limiting effect and produces a smooth profile with less burden on elevators. The sliding surfaces of both controllers can also be visualized in Fig.5.16.

The sliding surface of the proposed controller exhibits a fast reaching phase than the PID SMC controller which is also a significant factor of the IA SMC controller in achieving the expected glide range.


Figure 5.12: PID SMC tracking profile for 120 km range.


Figure 5.13: AI SMC tracking profile for 120 km range.


Figure 5.14: $\gamma$ tracking profile for 120 km range.


Figure 5.15: Control input profile for 120 km range.


Figure 5.16: Sliding surface profile for 120 km range.

### 5.5.2 Case B: 125 km

Gliding flight for 125 km range is expressed in Fig. 5.17 with PID terminal error of 273.8 m in case of PID SMC. AI SMC generates a stable flight after launching from carrier platform and in this case, terminal error is 0.29 m .

Proposed Control scheme generates the control input such that the $\alpha$ become small so that in range guidance, guidance command $\theta_{c}$ and flight path angle almost remain same. Pitch rate $Q$ ensures the dynamic stability of gliding vehicle and relates with angular momentum. So small amplitude of $Q$ and become zero as soon as possible provides fast stability.

During gliding flight phugoid oscillation can be handle by controlling the $\alpha$ and $Q$. Proposed controller provides fast damping and small $\alpha$, can be seen in Figs. 5.18, 5.19, after launching the SUGV that provides the help to attain stable flight and tracking the guidance command.


Figure 5.17: Gliding flight for 125 km range.


Figure 5.18: $\alpha$ profile for 125 km range.


Figure 5.19: $Q$ profile for 125 km range.

Flight path angle tracking response for both controller is shown in Figure. 5.22 and proposed controller provides the fast tracking in comparison to the PID SMC response.

Elevator deflection has inverse relation with pitch angle response. When elevator deflection is positive then nose of SUGV is down and it is negative then nose is up. Proposed controller generates a smooth control input profile as compared to PID SMC control scheme.

It can be examined that IA SMC controller start with $5.56^{\circ}$ deflection and after sometime decrees the deflection which means it tries to nose up and to attain lift so that it can achieve more gliding flight.

Comparison of sliding surfaces in Fig. 5.24 demonstrates that the batter tracking performance, fast reaching phase and sliding motion is achieved by proposed control scheme.


Figure 5.20: PID SMC tracking profile for 125 km range.


Figure 5.21: IA SMC tracking profile for 125 km range.


Figure 5.22: $\gamma$ tracking for 125 km range.


Figure 5.23: Control input profile for 125 km range.


Figure 5.24: Sliding surface profile for 125 km range.

### 5.5.3 Quantitative Analysis

A terminal error (Difference between desired range and final range from controller) and quantitative analysis is performed to assess the superiority of proposed IA SMC controller.

Terminal error for both cases 120 km and 125 km are tabulated in Table 5.3. Comparison between terminal error explains that IA SMC performed very well as compared to PID SMC.

Table 5.3: Terminal error.

| Controller | Case A | Case B |
| :--- | :--- | :--- |
| PID SMC | 281.3 m | 273.8 m |
| IA SMC | 0.35 m | 0.29 m |

A quantitative analysis is also synthesized to judge the effectiveness of PID SMC and IA SMC. As judgement criteria for performance evaluation, Integral Square

Value (ISV) [131] of $\tilde{U}$ for energy consumption and Root Mean Square Error (RMSE) are used. RMSE is computed by

$$
\begin{equation*}
R M S E=\sqrt{\frac{1}{N} \sum_{m=1}^{N}|e(m)|^{2}} \tag{5.34}
\end{equation*}
$$

where $N$ is the number of total time samples. Furthermore, ISV of $\tilde{U}$ is defined by

$$
\begin{equation*}
\tilde{U}_{I S V}=\int_{t_{0}}^{t_{s}} \tilde{U}^{2} d t \tag{5.35}
\end{equation*}
$$

where $t_{s}$ is stopping time and detail discussion about this is given in [92]. $\tilde{U}_{I S V}$ and the RMSE for both the controllers are tabulated in Table 5.4. The comparison demonstrates that IA SMC has better tracking performance and consumes less energy than PID SMC because IA SMC lowers the saturation effect.

Table 5.4: Quantitative analysis.

| Controller | Case A |  | Case B |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\tilde{U}_{\text {ISV }}$ | RMSE | $\tilde{U}_{\text {ISV }}$ | RMSE |
| PID SMC | 9189.5470 | 0.3935 | 8775.9829 | 0.3588 |
| IA SMC | 9129.1242 | 0.2683 | 8712.0024 | 0.2455 |

### 5.6 Summary

This chapter has focused on sliding mode control based non-linear technique for range guidance to extend the range of UGV. In the guidance problem, the desired range is considered to obtain the guidance command which depends on the dispersion points and the angle of attack. To eliminate the saturation effect in the control input and smooth guidance command, an IA SMC is proposed. To overcome the perturbation problem in SMC, a atan based strong exponential reaching law is also incorporated. Simulation tests are performed to evaluate the effectiveness of the control scheme, which shows promising results against the issue of saturation effect and non-smooth guidance command. Furthermore, by ensuring
smooth control actions, enhanced control leads to good trajectory tracking. Additionally, a terminal error and quantitative comparison are performed between the PID SMC and the AI SMC, demonstrating that the AI SMC uses less energy during range guidance law generation and offers superior tracking for range guidance command.

## Chapter 6

## Conclusion and Future Work

### 6.1 Conclusion

The conclusions drawn from the work presented in the previous chapters can be divided into two major groups. The grouping is based on trajectory optimization or optimal control formulation and range guidance and control formulation.

## - Chapter 4: Trajectory Optimization of SUGV

First, to avoid the time-scaling approach, especially in the scenario of UGVs, the stopping constraint-based notion is updated for the maximum stoppable time. Unpowered gliding is handled by a non-uniform CVP scheme to mitigate fluctuations and unsteadiness that cause range reduction.

A proposed non-uniform CVP is modeled by the exponential spacing phenomenon. To perform the trajectory optimization, the DS Simulia Isight environment is simulated by employing the SQP algorithm in conjunction with MATLAB. To verify the effectiveness of the proposed non-uniform CVP approach and to achieve damped and steady gliding flight in the presence of constraints, a comparison is made with the classical CVP approach and uncontrolled gliding flight. However, analysis of the scheme for three different cases designed based on the number of nodes shows that damped and
steady gliding flight is successfully achieved and the results have been able to maximize the range but with the increase in the number of nodes, it has been observed that the complexity and computation have increased. Furthermore, the saturation effect has also been evaluated in constraints which may be a bed factor of non-uniform CVP.

A comparison is also conducted between the proposed CVP and GPOPS, and the GPOPS outcomes demonstrate that all the constraints are satisfied with a maximum horizontal range of 120.525 km , which is 331 meters less than the non-uniform CVP approach.

## - Chapter 5: Range Guidance and Control for SUGV

A closed-loop nonlinear control method is proposed to attain the intended range. A guidance scheme is developed for the range which depends on the dispersion points and the measured angle of attack. IA SMC is proposed to negotiate the saturation problem in commanded control and achieve smooth guidance command. Additionally, to reduce the chattering issue in SMC, a atan based strong exponential reaching law is employed.

To cross-check the effectiveness of the proposed guidance command, simulations of PID SMC and IA SMC are also carried out and from these simulations, it is observed that the proposed control scheme produces smooth guidance and avoids the saturation problem. For the two cases of the 120 km and 125 km range, a quantitative analysis based on terminal error, root mean square of error, and energy dissipation of the range guidance law is also calculated.

Therefore, the evaluation of both cases states that the proposed IA effectively tracks the range guidance command and generates the smooth command, and suppresses the saturation problems in the range guidance law, and according to the quantitative analysis, the IA SMC for the SUGV fulfills the range guidance acquisition to achieve the desired range.

### 6.2 Future Work

Based on the contributions and findings of the present study, several possible future avenues can be explored. Following are some proposed future directions.

- Exponential spacing in non-uniform CVP can be adaptively modified with the Hilbert-Huang transform.
- Range maximization can be studied by incorporating the proposed CVP approach with variable center of gravity, wind shear, wind gusts, ground effects, and constraints on wing sweep angle and dynamic pressure.
- The research problem of range maximization needs to be performed with Grasshopper Optimization Algorithm, Ant Colony Optimization Algorithm, Whale Optimization Algorithm, and Gray Wolf Optimization Algorithm.
- The proposed non-uniform CVP approach can be implemented in the 6-DoF model of SUGV, and the scheme can be tested on other UGVs.
- Trajectory optimization itself is not robust so the results of range maximization can be used to design a robust controller based on the optimal model reference.
- Altitude-based range guidance can be designed that will depend on altitude control in the presence of weather disturbances and ground effects.
- A scheduling-based model predictive control with sliding mode control to achieve robustness can be designed for a range guidance scheme in the presence of variable wing sweep angle.
- A 6-DoF model of SUGV is required to verify the proposed range guidance scheme and IA SMC controller.

This study's future directions are not confined to the points indicated above. There is no end to knowledge.
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## Appendix A

## A. 1 Sequential Quadratic Programming

The NLP problem is broken into a sequence of QP subproblems. The QP subproblem's objective function is a quadratic approximation of the Lagrangian function, and its constraints are linearizations of the original constraints. To demonstrate the SQP method, the following NLP problem is defined as

$$
\begin{align*}
& \min f(x) \quad \text { for } \quad x \in \Re^{n} \\
& A_{i}(x)=0 \quad \text { for } \quad i=1,2, \ldots, l  \tag{1}\\
& B_{j}(x) \geq 0 \quad \text { for } \quad j=1,2, \ldots, m
\end{align*}
$$

The problem's corresponding Lagrangian function is provided by

$$
\mathcal{L}(x, \Phi, \Psi)=f(x)+\Phi^{T} A+\psi^{T} B
$$

where vectors $\Phi \in \Re^{l}$ and $\Psi \in \Re^{m}$ are Lagrangian multipliers. A detailed conceptualization of SQP procedure to solve the optimal problem is given by the following algorithm.

1. Set $x=x^{0}$ ( $x^{0}$ is initial guess), sequential variable as $k=0$ and initialize the tolerance $\epsilon$.
2. Determine the search direction $d^{0}$ by solving the QP subproblem.
3. Compute the step length $C^{0}$ by 1-D minimization of the cost function $\mathcal{M}\left(x^{0}+\right.$ $\left.C^{0} d^{0}\right)$.
4. Evaluate $x^{1}=x^{0}+C^{0} d^{0}$.
5. While $\left\|C^{k} d^{k}>\epsilon\right\|$
(a) Set $k=k+1$.
(b) Evaluate $d^{k}$ by solving the $\mathrm{QP}^{k}$ subproblem.
(c) Determine $C^{k}$ which minimizes $\mathcal{M}\left(x^{k}+C^{k} d^{k}\right)$.
(d) Compute $x^{k+1}=x^{k}+C^{k} d^{k}$.
6. end while
7. Output: $x_{o p}=x^{k+1}$
where the function $\mathcal{M}$ provides a suitable decrease in $f(x)$ as well as the fulfilment of the constraints with $d^{k}$ with an proper $C^{k}$. The search direction $d^{k}$ is the solution of the following $Q P^{k}$ subproblem.

$$
\begin{align*}
\min _{d} & \left\{0.5 d^{T} \mathrm{H}_{k} d+\Delta f\left(x_{k}\right)^{T} d\right\} \\
\text { s.t. } & \Delta A_{i}\left(x_{k}\right)^{T} d+A_{i}\left(x_{k}\right), i=1,2, \ldots, m  \tag{2}\\
& \Delta B_{j}\left(x_{k}\right)^{T} d+B_{j}\left(x_{k}\right) \leq 0, j \in \mathcal{A}\left(x^{k}\right) \\
& \mathcal{A}\left(x^{k}\right)=\left\{j \in\{1,2, \ldots, n\} \mid B_{j}\left(x_{k}\right)=0\right\}
\end{align*}
$$

where $\mathrm{H}_{k}$ is the Hessian of the Lagrangian $\Delta_{x}^{2} \mathcal{L}$ and $\mathcal{A}\left(x^{k}\right)$ refers to the set of active constraints at $x^{k}$.

## A. 2 GPOPS Mathematics

In order to employee the GPOPs, optimal problem is that tries to minimize the cost function, is configured as

$$
\begin{equation*}
J=\Phi\left[x_{t_{o}}, t_{o}, x_{t_{f}}, t_{f}\right]+\int_{t_{0}}^{t_{f}} \phi(x(t), u(t), t) d t \tag{3}
\end{equation*}
$$

Subject to dynamic constraints are as

$$
\begin{equation*}
\dot{x}=f(x, u, t) \tag{4}
\end{equation*}
$$

Subject to inequality path constraints are as

$$
\begin{equation*}
C_{\min } \leq C(x, u, t) \leq C_{\max } \tag{5}
\end{equation*}
$$

Subject to boundary constraints are as

$$
\begin{equation*}
B_{\min } \leq B\left(x_{t_{o}}, t_{o}, x_{t_{f}}, t_{f}\right) \leq B_{\max } \tag{6}
\end{equation*}
$$

To approximate the state variables, a $N+1$ Lagrange interpolating polynomials is expressed as

$$
\begin{equation*}
x(\tau) \approx X(\tau)=\sum_{i=1}^{N} X_{i} \cdot V_{i}(\tau), \quad \tau \in[-11] \tag{7}
\end{equation*}
$$

where $V_{i}$ is

$$
V_{i}(\tau)=\prod_{j=0, j \neq i}^{N} \frac{\tau-\tau_{j}}{\tau_{i}-\tau_{j}}, i=0,1, \ldots, N
$$

To estimate the control variables, an $N$ Lagrange interpolating polynomials is expressed as

$$
\begin{equation*}
u(\tau) \approx U(\tau)=\sum_{i=1}^{N} X_{i} \cdot V_{i}^{*}(\tau), \quad \tau \in[-11] \tag{8}
\end{equation*}
$$

where $V_{i}^{*}$ is $\prod_{j=1, j \neq i}^{N} \frac{\tau-\tau_{j}}{\tau_{i}-\tau_{j}}, i=1,2, \ldots ., N$. Time derivative of (7) is expressed as

$$
\begin{equation*}
\dot{x}(\tau) \approx \dot{X}(\tau) \tag{9}
\end{equation*}
$$

The derivative of each Lagrange polynomial at the Legendre-Gauss points in a differential approximation matrix, $D \in \Re^{N \times(N+1)}$ are given as

$$
\begin{equation*}
D_{k i}(\tau)=\dot{V}_{i}\left(\tau_{k}\right)=\sum_{l=0}^{N} \frac{\prod_{j=0, j \neq i, k}^{N} \tau_{k}-\tau_{i}}{\prod_{j=0, j \neq i, k}^{N} \tau_{i}-\tau_{i}} \quad k=1,2, \ldots, N, i=0,1,2 \ldots, N \tag{10}
\end{equation*}
$$

The dynamic constraints $\dot{x}(\tau)$ are translated into algebraic constraints by $D_{k i}(\tau)$

$$
\begin{equation*}
\sum_{l=0}^{N} D_{k i} X_{i}-\frac{t_{f}-t_{o}}{2} f\left(X_{k}, U_{k}, \tau_{k} ; t_{o}, t_{f}\right)=0, \quad k=1,2, \ldots, N \tag{11}
\end{equation*}
$$

A continuous cost function using Gaussian quadrature is given as

$$
\begin{equation*}
J=\Phi\left[x_{t_{o}}, t_{o}, x_{t_{f}}, t_{f}\right]+\frac{t_{f}-t_{o}}{2} \sum_{k=1}^{N} G_{k} \cdot g\left(X_{k}, U_{k}, \tau_{k} ; t_{o}, t_{f}\right) \tag{12}
\end{equation*}
$$

where $G_{k}$ are the Gaussian weights and the boundary constraint is denoted as

$$
\begin{equation*}
\Phi\left(X_{o}, t_{o}, X_{f}, t_{f}\right)=0 \tag{13}
\end{equation*}
$$

Furthermore, the path constraints at the Legendre-Gauss points are written as

$$
\begin{equation*}
C\left(X_{k}, U_{k}, t_{k} ; t_{o}, t_{f}\right) \leq 0 \quad k=1,2, \ldots, N \tag{14}
\end{equation*}
$$

The transformed problem is defined by Eqs. (11, 12, 13, 14), and its solution is the approximate solution of the original optimum problem from $t_{o}$ to $t_{f}$.

